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Executive Summary
The central importance of hydroelectricity to the energy security of Yukon, combined with the  
increasing awareness of the impacts of a changing climate, provide the context for this project.  
With the bulk of Yukon’s hydropower generated at the Whitehorse Hydro Facility, it is of critical  
importance to understand how continued changes in regional climate could modify the magnitude 
and timing of the flow of the upper Yukon River. For this reason, the Northern Climate ExChange 
(NCE), part of Yukon Research Centre at Yukon College, led a three-year study with four linked  
objectives:

1. to improve weather and snowpack monitoring in the upper Yukon River watershed;
2. to advance the understanding of past fluctuations of the Llewellyn Glacier and examine the 

use of stable water isotopes for determining basin-scale hydrological patterns through field 
data collection studies; 

3. to more accurately characterize the volume and mass balance of the region’s glaciers; and
4. to develop a regional hydrological model that supports examination of hydrological  

responses to anticipated changes in climate.

In order to meet these objectives, the NCE engaged with collaborators from other parts of Yukon 
College, and with Government of Yukon, University of Alberta and University of Saskatchewan.  
The project began in 2013 and was co-funded by Yukon Energy Corporation and Canada’s Natural 
Sciences and Engineering Research Council (NSERC).

The approach taken in this project merges a multi-disciplinary field study with an advanced hydro-
logical model. Data collected during fieldwork provide an improved understanding of the timing and 
magnitude of glacier change in the past 2,000 years, test the ability to determine the relative  
contributions of river flow using stable water isotopes, and provide a greater understanding of  
present-day glacier geometry and mass balance. The glacier work also provides key inputs to the 
hydrological model.

1. Improving weather and snowpack monitoring in the upper Yukon River watershed
Earlier studies noted a significant lack of robust meteorological data for the study area, particularly 
in the high-elevation headwater regions. To address this gap, NCE installed four permanent  
automated weather stations between 2012 and 2014. A fifth station was installed for the duration of  
the study to provide information about energy balance at a location immediately adjacent to the 
Llewellyn Glacier. YEC, the owner of two of these stations, and NCE will continue to collaborate in 
order to maintain these stations so that they can be a source of long-term data for interested groups. 
Details regarding the weather station installation are provided in Section 5. Station metadata can be 
accessed online at http://envirodata.yukoncollege.yk.ca.

2. Advancing the understanding of past fluctuations of the Llewellyn Glacier and examining the  
 use of stable water isotopes for determining basin-scale hydrological patterns through field  
 data collection studies 
in order to reconstruct a record of past advances and retreats of the Llewellyn Glacier, living and 
sub-fossil wood were collected and dated using radiocarbon isotopes and dendrochronology (Section 
3). This work showed that the north lobe of Llewellyn Glacier advanced during the first half of the 
first millennium AD, and came within 70 m of its Little Ice Age maximum down-valley limit as early as 
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the 16th century; it also suggests that the main lobe of Llewellyn Glacier was advancing as early as 
AD 1035. As the climate continues to change, information on past glacier responses to climate vari-
ations highlights the importance of improving our understanding of present-day glacier geometry. In 
addition to this paleoclimate reconstruction, the project was able to establish the potential for using 
stable isotopes of water to understand the separate contributions of glaciers and snowmelt to flow 
(Section 2). 

3. More accurately characterizing the volume and mass balance characteristics of the region’s
glaciers

Fieldwork was also conducted to better understand the volume and mass balance of the glaciers 
in the upper Yukon River basin (Section 4). The project was planned to complement previous work 
co-funded by YEC in the region in order to more fully understand the relationships between glacier 
volume and area for both small and large glaciers. The region’s total glacier surface area and volume 
are currently estimated at 1,030 km2 and 210 km3, respectively. The Llewellyn and Willison glaciers, 
the largest and hydrologically most significant glaciers in the Upper Yukon River watershed, have a 
combined surface area of ~564 km2 and volume of ~141 km3. The two glaciers are estimated to have 
similar maximum thickness values of approximately 500 m in their middle portions, and an average  
thickness of 274 m. On average, the smaller Fantail Glacier (~50 km2) is thinner, with estimated 
maximum and average thickness values of 500 m and 157 m, respectively. Knowledge of the region’s 
glacier area and volume is critical in order to accurately project their future meltwater production.

4. Develop a regional hydrological model to examine hydrological responses to anticipated
changes in climate

Three criteria were used when selecting a hydrological model: its ability to model a complex cold- 
region environment; limited input data requirements (both to calibrate and validate the model and 
to drive the model); and the ability to efficiently manage the large and complex upper Yukon River 
Basin. The Cold Regions Hydrological Model (CRHM), developed at University of Saskatchewan, met 
these criteria. It is specifically designed for use in areas that are dominated by cryospheric processes, 
and has the ability to model melt and wastage derived from glacierized areas. The structure of the 
model allows areas with similar hydrological characteristics to be grouped into hydrological response 
units (HRUs), which minimizes the data requirements for calibration and validation, and the model 
is scalable to the area of the upper Yukon River basin (~19,600 km2). CRHM has the added advan-
tage of having been developed using data from the Wolf Creek Research Basin, meaning that it has 
already been successfully applied in a sub-basin of the study area. Details regarding the model setup, 
and the calibration and validation scheme are found in Section 5.

Tests of model performance were robust enough to support its use in projecting future flow regimes 
in response to change in climate. The project used fifth-generation Coupled Model Intercomparison 
Project (CMIP5) projections from two organizations (IPSL and GFDL) and for two emissions scenarios 
(RCP4.5 and RCP8.5) to project a range of potential future climate conditions. These four projected 
conditions were used to estimate mean flow between 2014–30 and 2031–45. As shown in Section 6, 
the average losses of glacier surface area and volume for the Llewellyn and Willison glaciers,  
estimated by both models and both scenarios, were approximately 18 km2 and 23 km3, respectively,  
at the end of 2045 compared to the end of 2013. Higher river flow is estimated to occur in the 
future, with increases ranging from 15 to 18% for 2014–30 and 18 to 26% for 2031–45, relative to 
2006–13.
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Testing of the model revealed that it is more sensitive to temperature and precipitation, but also 
responsive to relative humidity and wind speed (Section 6). Temporal variations of the climate  
variables depended on the scenario, model and time period. Air temperature is the dominant  
contributor to changes in future flow in May and June. Air temperature and precipitation influenced 
flow in April and July, and precipitation was the dominant contributor to changes in flow for the 
other months.

The report closes with recommendations for future work, including suggested steps to develop 
short-term forecasting using the CRHM model, and to build an approach to mass balance monitoring 
to better detect glaciers’ response to climate change. Key recommendations for further work are as 
follows:

• Investigate alternative approaches to projecting future climate conditions in order to limit 
uncertainty in the glacier cover and hydrological models, and evaluate options for physical, 
statistical, or hybrid approaches to downscaling and bias correction.

• Improve measurement, monitoring and modelling of glacier thickness, flow and mass 
balance. Although the study did make progress on this, particularly with the modelling of 
glacier cover, higher-resolution modelling and improved monitoring would be informative for 
YEC. This would require both field measurement and computer simulation.

• Study the need for additional meteorological monitoring, particularly in eastern and 
north-central regions of the basin.

• Employ 2D and 3D hydraulic models, coupled with the hydrological model, in order to better 
estimate the impacts of climate change on the timing of flow.

• Advance the modelling of glacial contributions to flow by treating glaciers as dynamic  
(moving, while growing and melting) rather than static (growing and melting in place). 

This project has met its stated objectives and provides a strong basis for long-term planning by YEC. 
Although this is not addressed in this project, the CRHM model, with appropriate modifications, 
could also provide an excellent basis for short-term planning and forecasting.



Glossary of terms
AD Anno Domini
AMS accelerator mass spectrometry
AO Arctic Oscillation
asl above sea level
BP Before Present
BSI Blue System Integration
CaPA  Canadian Precipitation Analysis
CMiP Coupled Model intercomparison Project 
CRHM Cold Regions Hydrological Model
DDF degree-day factor
DEM  digital elevation model
DETiM  Distributed Temperature index Model
d-excess  deuterium excess (S2)
DHSVM Distributed Hydrology Soil Vegetation Model
ELA Equilibrium Line Altitude
ENSO  El Nino Southern Oscillation
G glacierized model structure
GCM global climate model
GEM Global Environmental Multiscale Model
GEM-LAM  limited-area model version of GEM
GFDL Geophysical Fluid Dynamics Laboratory
GIS Geographic Information System
GMWL Global Meteoric Water Line (S2)
GPR ground penetrating radar
GRASS Geographic Resources Analysis Support System
HBv Hydrologiska Byråns Vattenbalansavdelning
HRU hydrological response unit
IP3 Improving Processes and Parameterization for Prediction in Cold Regions Hydrology
iPCC intergovernmental Panel on Climate Change
iPSL Institut Pierre Simon Laplace
LEL Local Evaporation Line (S2)
LIA Little Ice Age 
LWi incoming long-wave radiation
LWo outgoing long-wave radiation
masl metres above sea level
NARR North American Regional Reanalysis
NCE Northern Climate ExChange
NG non-glacierized model structure
NSE Nash-Sutcliffe Efficiency 
PDO  Pacific Decadal Oscillation
RDPS Regional Deterministic Prediction System
RH relative humidity   
RMSE root-mean-square error
SWE snow water equivalent
SWi incoming short-wave radiation
SWo outgoing short-wave radiation
vSMOW vienna Standard Mean Ocean Water 
WAAS Wide Area Augmentation System
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1. Introduction and project objectives
Hydroelectricity is a central part of the energy mix in Yukon. Variability in flow, the dominance of 
snow and glacier melt, a lack of multi-year storage in Yukon River reservoirs, and increasing demand 
for renewable electricity make it necessary to carefully plan and manage the use of water for hydro-
electric production. In addition, the impacts of climate change are already evident in Yukon rivers, 
and are expected to increase in coming decades. These changes in climate have the potential to 
affect hydroelectric production.

Recognizing this, Yukon Energy Corporation (YEC), the primary generator of electricity in the  
territory, has partnered with researchers at Northern Climate ExChange (NCE) to study the potential 
impacts of climate change in the upper Yukon River basin. This report documents research that took 
place between July 2013 and December 2016. Results from previous field studies in the Fantail and 
Wheaton glaciers conducted in August 2011 are also included in this report. The outcomes of the 
project include the completion of a hydrological model that projects potential changes in the timing 
and volume of flow of the Yukon River upstream of the dam in Whitehorse, Yukon; the installation 
and maintenance of automated weather stations in remote locations in order to build the observa-
tional network to fill observational data gaps and determine hydrological model parameters (such as 
elevational air temperature lapse rates); and the advancement of the fundamental knowledge of the 
hydrology of the Yukon River.

The strategic importance of the Whitehorse Hydro Facility to the energy security of Yukon, and the 
history of collaboration between YEC and NCE, provide a strong foundation for this study. The two 
organizations share a desire to advance the understanding of climate change impacts on Yukoners. A 
precursor to this project in 2011–12 focused primarily on quantifying the hydrological role of glaciers 
in the watersheds that feed the upper Yukon River (between the headwaters and the Whitehorse 
dam) and on modelling potential climate change impacts on glaciers. This current project expanded 
that work to cover climate change impacts for the full basin, and to fill knowledge gaps regarding 
glacier geometry, glacier mass balance characteristics, and contributions to river discharge at the 
Whitehorse dam. The specific objectives of the study were as follows:

1. Install automated weather and snowpack monitoring stations in three new locations in the 
upper Yukon River watershed. This results in a total of five automated weather stations;  
two were placed in a previous collaborative study between NCE and YEC (NCE 2014).  
The objective of these stations is to add to the existing network of hydrometric and  
meteorological stations, with metadata and data made available to the public, and to gain a 
better understanding of potential changes in snow conditions; 

2. Conduct field studies and modelling studies of the past fluctuations and current form and 
mass balance characteristics of glaciers in the upper Yukon River basin. The project focused 
on Llewellyn Glacier, British Columbia (BC), the most significant reservoir of frozen water 
in the catchment, and on its potential responses to future climatic scenarios, but work was 
extended to other glaciers where possible. This allowed for study of the potential responses 
of glaciers in the upper Yukon River basin to future climate scenarios; 

3. Develop a regional hydrological model that supports examination of hydrological responses 
to anticipated changes in climate.

In order to meet these objectives, the NCE engaged with collaborators from Yukon College, the  
Government of Yukon (Department of Environment, Water Resources Branch, Yukon Geological  
Survey), University of Alberta, and University of Saskatchewan.
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1.1 Research context and climatic setting
The study area includes all of the Yukon River headwaters upstream of Whitehorse, Yukon, an area of 
approximately 19,600 km2 that extends from the Llewellyn Glacier in northwest British Columbia (BC)
to Whitehorse in the southwestern Yukon (Figure 1.1).

Figure 1.1 Area map showing basin boundaries, major drainage lines and water bodies.

The basin’s climate includes moderately cold regions as well as moist to mild temperate, very wet 
and cold alpine areas (NCE 2014). Based on output from the Global Environmental Multiscale Model 
(GEM), a gridded climate data source that covers the whole upper Yukon River basin, the spatially 
averaged eight-year (2006–13) mean annual air temperature was approximately –1.6°C, with  
monthly means ranging from –11.9°C in January to +10°C in July. Colder mean monthly air  
temperatures are found at higher elevations and farther inland, away from the warming influence  
of the Pacific Ocean. The annual precipitation for the study area for 2006–13 had a mean of  
approximately 480 mm, ranging between 340 mm in the lower-elevation (central and eastern)  
regions and 1,400 mm at the highest elevations near the Llewellyn and Willison glaciers.

basin area

drainage line

water body

provincial/territorial boundary

20    10       0                   20 km
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The hydrology of the basin is dominated by cold mountain region processes, but the southwest  
portion of the basin is also influenced by Pacific maritime weather systems that produce higher 
precipitation and more moderate temperatures than in other parts of Yukon (NCE 2014; Carey et 
al. 2010; Smith et al. 2004; Rouse et al. 1997). The spatial variability of climate in this region is also 
influenced by the Coast Mountains, which force moisture-laden air approaching from the west  
upwards, resulting in precipitation at high elevations and a shadow of dryness on the lee side of 
these mountain ranges (Klock et al. 2011).

The upper Yukon River Basin covers a heterogeneous mix of boreal, subalpine taiga (shrubland),  
alpine tundra, alpine rockland and glacier, and lakes and wetland land-cover types (Smith et al. 
2004). As shown in Figure 1.2, the glacierized portion of the basin represents about 5% (980 km2)  
of the total study area; approximately 60% of the glacierized area is made up of the two largest  
glaciers in the area, the Llewellyn (450 km2) and Willison (160 km2). The dominant land cover is  
boreal forest, which covers approximately 42% of the basin (8,200 km2) with an average stand  
height of 15 m. 

Figure 1.2 Land cover distribution in the upper Yukon River basin.
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The second most significant land cover is shrubland, which covers approximately 20% (4,000 km2) 
of the basin: 16% with shrub height ≤2 m and 4% with shrub height >2 m. The basin’s dominant soil 
type is sandy loam, according to the Harmonized World Soil database (Nachtergaele et al. 2012).  
The basin has a mix of low- and high-relief areas, with elevations ranging from 640 m at the Yukon 
River’s Whitehorse outlet to 2,466 m in the headwater areas (see Section 5, Figure 5.5), and with 
slopes varying from 0° to 80° (see Section 5, Figure 5.12). Substantial portions of the basin,  
particularly those at higher elevations, are underlain by discontinuous permafrost (Lewkowicz et al. 
2012; Bonnaventure and Lewkowicz 2011); this can modify flow by affecting the infiltration of water 
and limiting the effective depth of soil.

Scientists have observed changes in climate in the upper Yukon River basin over the past 60 years. 
A reliable indicator of change and variability in climate is the Adjusted and Homogenized Canadian 
Climate dataset produced by Environment and Climate Change Canada (Vincent et al. 2012).  
This dataset uses standard Government of Canada meteorological observations that have been 
corrected to account for slight changes over time in factors such as station location and changes in 
sensors and technology. For Whitehorse, the location in the upper Yukon River basin with the longest 
observational record, statistically significant increases are evident in mean spring, summer, winter 
and annual air temperatures (Figure 1.3).

The annual observed increase in air temperature has been 1.7°C/decade over the past 60 years; the 
observed winter increase has been 4.9°C/decade. Similarly, there has been an increase of 6.0 mm/
decade in mean annual precipitation (Figure 1.4). This change is primarily seen in fall and winter, 
with 3.2 and 2.8 mm increases, respectively. In fall, more of the change in precipitation can be 
attributed to an increase in snow water equivalent (SWE). In spring, there has been little change in 
overall precipitation: an increase in rain has been offset by a decrease in snow. Although these data 
are useful to provide a context of climate change in Yukon, they cannot be used directly in the Cold 
Regions Hydrological Model (CRHM) used in this project since they are observations from a single 
point and are not spatially distributed. Gaps in the observational record make it impossible to test 
the statistical significance of observed trends for precipitation records.

The observed temperature trends are statistically significant at the 95% confidence level and an 
F-test indicates a low likelihood that the trend is occurring by chance. However, the coefficient of 
determination (R2) value is generally low for all seasons. This is an indication that there is high  
variability; visual inspection of the precipitation data indicates similar characteristics. Temperature 
variability is most apparent in fall and winter, whereas precipitation appears to be the most variable 
in summer.
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Figure 1.3 Air temperature summarized as seasonal and annual means.
Note: Plotted using adjusted homogenized climate data from Vincent et al. (2012).
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Figure 1.4 Observed precipitation from Whitehorse Airport summarized as seasonal and annual means. 
Note: Plotted using adjusted homogenized climate data from Vincent et al. (2012).

Large-scale variations or oscillations in ocean and atmospheric conditions are frequently invoked as 
causes of variability in local conditions (Bitz and Battisti 1999; Trenberth 1990). The Pacific Decadal 
Oscillation (PDO), Arctic Oscillation (AO), and El Nino Southern Oscillation (ENSO) can affect local  
patterns of precipitation and air temperature. Because these oscillations vary in time scales,  
ranging from months to decades, they can combine to contribute to a large departure from normal 
conditions, or can cancel each other out (Jianqi and Huijun 2006; Trenberth 1990). These large-scale 
oscillations have an impact on seasonal weather; they have also been linked to periods of gain or 
loss of glacier mass (Fleming and Clarke 2003; Neal et al. 2002; Moore and Demuth 2001; Bitz and 
Battisti 1999) and to variation in river discharge (Brabets and Walvoord 2009; Fleming et al. 2006). 
Increases in winter and spring flow have been statistically linked with the warm (positive) phase of 
the PDO (Brabets and Walvoord 2009).
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The observation of past trends and variability gives some indication of what future conditions may 
be like. Past research on the potential response of northern rivers to climate change have used 
methods such as perturbing mean temperature and precipitation values at set intervals to determine 
the response (or sensitivity) of northern streams (Janowicz et al. 2016), or have taken a hybrid  
approach that combines regional climate modelling and perturbation of variables (NCE 2014). 
However, these methods use past data records and assume linear changes that might introduce 
uncertainties for non-linear variables such as precipitation (Rasouli et al. 2014). This project uses 
global climate model projections that form the basis of the fifth assessment report (AR5) for the 
Intergovernmental Panel on Climate Change (IPCC) to evaluate the potential response of Yukon River 
to further changes in climate (IPCC 2013). The AR5 climate projections are the present-day standard 
for modelling studies of this type.

Due to the many complex physical characteristics of the upper Yukon River basin, uncertainties and 
sensitivities associated with the transfer of water through the basin to the stream outlet are not 
easily understood (NCE 2014). Meteorological and flow monitoring stations are also limited in the 
region, which means that the fundamental data required to establish current hydro-meteorological 
conditions in the region are poorly represented, especially at high elevations (NCE 2014). In addition, 
few hydrological studies have been conducted in basins of this size and complexity, particularly with 
respect to developing and determining physically-based distributed hydrological models that  
examine relevant cold-region processes, such as flow variations due to snowpack dynamics  
and glacier mass balance and their interactions.

1.1.1 Studies in the area
Recent studies have explored hydrological variability and change across the North. Changes in the 
flow of northern rivers have been attributed to the warming of winter and spring temperatures, 
earlier melting of snow, decreasing snow cover and retreating of glacier termini (DeBeer et al. 2016; 
Berthier et al. 2010; Brown et al. 2010; Brabets and Walvoord 2009; Déry et al. 2009; Moore et al. 
2009; Prowse and Furgal 2009; Fleming and Clarke 2003; Serreze et al. 2000; Whitfield and Cannon 
2000). In Yukon, there has been an overall increase in observed flow, particularly in winter (Janowicz 
2008). In the upper Yukon River basin specifically, NCE (2014) found that the Llewellyn Glacier is the 
single largest glacial contributor of water, from both melt and wastage, to the Yukon River discharge 
at Whitehorse. The Llewellyn Glacier contributes more to flow than other glaciers in the area do 
because it has the largest ablation-zone surface area in the basin, and its terminus extends to a  
relatively low elevation, which increase the intensity and duration of the melt season (NCE 2014).  
ice wastage from this glacier was found to be greater than that of other glaciers in the region over 
the last few decades (NCE 2014).

Despite the widely acknowledged inter-relationship between climate and hydrology and the  
specific properties of cold-climate hydrology, there remain large uncertainties associated with data 
limitations and with complex physical and hydrological characteristics. These pose challenges to 
quantitatively projecting the hydrological response to changing climate. Hydrological responses to 
modern-day variability in precipitation and temperature are not completely understood, and climate 
change is anticipated to impose further complexity on these relationships.

Recognizing these knowledge gaps, researchers from the University of Saskatchewan and the  
Government of Yukon established a project to intensively study northern, high-elevation hydrology 
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in a real-world setting. The University of Saskatchewan established the Wolf Creek Research Basin 
outside of Whitehorse in 1993 (Pomeroy et al. 2010). In the ensuing decades, researchers from all 
over the world have participated in research there. Results from an array of monitoring stations,  
and from a wealth of studies of specific phenomena have provided substantial insight into key  
hydrological processes in cold region mountain environments.

These studies have provided important insight into topics that include snowmelt hydrology in alpine, 
subalpine and boreal environments (Carey and Woo 2005), interactions between snowmelt and  
discontinuous permafrost (Carey and Quinton 2004), and modelling of snowpack evolution,  
sublimation processes and redistributions through the full accumulation and ablation cycle  
(MacDonald et al. 2009; McCartney et al. 2006; Pomeroy et al. 2002). Long-term data from this site 
have also been used to directly quantify the sensitivity of northern rivers to a changing climate  
(Rasouli et al. 2014).

1.1.2 Development of the hydrological model
The knowledge gained from the Wolf Creek Research Basin has been central to the development of 
the Cold Regions Hydrological Model, or CRHM (Pomeroy et al. 2010), the model selected for use in 
this project. Today, the Wolf Creek Research Basin continues to operate as a Water, Ecosystem,  
Cryosphere and Climate Observatory as part of the Changing Cold Regions Network led by University 
of Saskatchewan.

Scaling from the relatively small area of the Wolf Creek Research Basin (≈220 km2) to the entire 
upper Yukon River basin (approximately 19,600 km2) presents a number of challenges. The sparse 
observational network and lack of high-elevation monitoring sites in the upper Yukon River basin, 
where a significant portion of runoff is generated, make it difficult to verify the baseline hydrome-
teorological conditions. Without a clear understanding of current conditions, it is difficult to project 
hydrological responses to climate change. This was a fundamental motivation for achieving Objective 
1 of this project.

The hydrological role of cryospheric processes (such as snow accumulation, snowmelt and glacier 
storage and melt) and their potential sensitivity to climate change are only partially understood in 
this region. Recent scientific advances in the understanding of cold region hydrology and glaciology 
in western North America have been made by studies such as those by improving Processes and 
Parameterization for Prediction (IP3) in Cold Regions Hydrology (IP3 2010) and the Western Canadian 
Cryospheric Network (WC2N 2010), both of which conducted research in the Wolf Creek Research 
Basin. However, the need remains to integrate some of the findings and tools developed through 
these initiatives for predicting hydrological changes in the glacierized headwaters of the Yukon River.

IP3 has shown that predictive hydrological modelling in cold regions needs to incorporate physical 
process descriptions and process interactions to improve reliability under non-stationary conditions. 
The Wolf Creek Research Basin is non-glacierized, and foundational scientific investigations are  
required in glacial and periglacial environments if the quantitative understanding of associated  
processes is to improve. This further underscores the need for establishing a monitoring network in 
the region (Objective 1), and provides the motivation for Objective 2. These issues represent some 
of the principal problems that must be addressed in order to support better water management and 
future hydrosecurity in Yukon.



 1. IntroductIon and project objectIves 

9

Computer-based models are needed in order to quantitatively project the impacts of climate change 
on the upper Yukon River basin. However, not all models are equal. This project considered the use 
of both simple and physically-based models. Although a simple model may be tuned to fit a hydro-
graph, it can be difficult to ascertain the underlying reasons why it fits, and whether it will be able to 
accurately represent future processes if climate inputs change. Physically-based distributed hydro-
logical models are valuable tools for studying the hydrological responses to climate inputs, such as 
precipitation, air temperature and wind speed. The use of these models is more complex, but their 
more realistic treatment of hydrological processes make them more robust if inputs change (Beven 
2001; Beven 1985; Beven and O’Connell 1982).

Several physically-based distributed models have been used in snow-dominated regions (particularly 
in Canada). These include the Distributed Hydrology Soil Vegetation Model (Wigmosta et al. 1994), 
the Modélisation Environnmentale Communautaire (MEC)–Surface Hydrology developed by  
Environment Canada (Pietroniro et al. 2007; Soulis et al. 2000), the Variable Infiltration Capacity 
model (Liang et al. 1994), and the Cold Regions Hydrological Model (Pomeroy et al. 2007). In general, 
the first three models use the same hydrological structure for the entire model domain and depend 
mainly on calibration/validation schemes. Such schemes require relatively long data time-series re-
cords, and their use can increase uncertainty about model parameters and hinder understanding of 
hydrological processes (Beven 2001). In addition, the first three models compute water and energy 
balances in a grid system, in which the results depend on the grid resolutions and may not be  
appropriate for heterogeneous basins with complex river geometries.

CRHM is able to operate with minimal or no calibration, and allows flexibility in assembling the 
hydrological model structure by providing a wide selection of physically-based processes modules. 
Instead of computing on a grid system, CRHM computes water and energy balances in hydrological 
response units (HRUs). These units are hydrologically unique model elements for configuring the 
spatial variability of physical attributes and drainage conditions (Pomeroy et al. 2007). In addition, 
CRHM includes a full set of physically based representations of cold hydrological processes, such 
as direct and diffuse radiation to slopes, long-wave radiation in complex terrain, intercepted snow, 
blowing snow, sub-canopy turbulent and radiative transfer, sublimation, energy balance snowmelt,  
infiltration to frozen and unfrozen soils, rainfall interception, evapotranspiration, subsurface flow, 
depressional storage fill and spill, saturation excess overland flow and routing of surface, subsurface 
and streamflow waters (Pomeroy et al. 2007).

CRHM has been widely applied in cold regions across Canada, including British Columbia, Yukon, 
Alberta and Northwest Territories, and in other parts of the world, including Tibet, Patagonia, the 
Pyrenees and the Alps (Zhou et al. 2014; Fang et al. 2013; López-Moreno et al. 2012; Ellis et al. 2010; 
Dornes et al. 2008; Ellis and Pomeroy 2007). Due to its benefits and its suitability for study needs, 
CRHM was used in this project. Although it is well suited to study needs, its application to the region 
remains challenging. The model had not previously been applied in a large, heterogeneous and  
glacierized basin in the Yukon region.
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1.2 Report outline
The primary focus of this report is to synthesize the methods and results of the modelling work 
conducted in the last three years (Objective 3). However, this would not have been possible without 
the work conducted under Objectives 1 and 2. As a result, this report provides a basic overview of all 
work conducted as part of the project.

Section 2 provides an overview of how stable water isotope tracers (18O, 2H) offer an effective way 
to assess water balance conditions over large-scale systems. Sampling can be conducted rapidly, 
and in conjunction with other activities, and isotopic partitioning in the hydrological cycle is well 
understood (see Edwards et al. 2004). This project used isotope tracers to attempt to distinguish the 
importance of glacier melt and snowpack runoff, and of precipitation and groundwater inputs, to 
discharge on the Yukon River. Such approaches have been applied effectively in other areas with gla-
cierized river systems, including the Wind River Range, Wyoming (Cable et al. 2011) and Okstindan, 
Norway (Theakstone 1998).

Section 3 describes what is understood about how glaciers in the upper Yukon River basin have 
responded to fluctuations in climate during the late Holocene Epoch (approximately the past 2,000 
years). A record of past advances and retreats of the north lobe of the Llewellyn Glacier was  
constructed by dating both living and sub-fossil wood found in lateral and end moraines located 
beside and down valley from the present-day glacial toe using radiocarbon isotopes and  
dendrochronology.

Section 4 summarizes results from work to better delineate the present-day geometry and mass 
balance of the Llewellyn and Fantail glaciers. During this study, ground penetrating radar (GPR) was 
used to survey the ice depth of key glaciers in the basin. These surveys were complemented by  
installation and periodic measurement of ablation wires in order to monitor glacier mass balance.

Section 5 describes in detail how the CRHM model has been implemented for the upper Yukon River 
Basin. Input data are described in detail, the modules using their base equations are summarized, 
and results showing model performance are presented.

Section 6 describes how climate projections were used to investigate potential future hydrological 
conditions. Climate-induced changes in the timing and volume of flow were modelled for 2014–30 
and 2031–45.

Section 7 discusses results, summarize sources of uncertainty, and recommends future actions, both 
by YEC and for more fundamental research.
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2. Contemporary studies in water isotope tracers

2.1 Water isotope tracers and hydrology
Preliminary studies of water isotopes were conducted in conjunction with other research in this  
project to investigate the effectiveness of water isotope tracers as a tool for understanding local 
hydrological processes. Stable water isotope tracers (18O, 2H) offer an effective way to assess local 
hydrological conditions over large-scale systems; sampling can be conducted rapidly in conjunction 
with other activities, and isotopic partitioning in the hydrological cycle is well understood  
(see Gibson and Edwards 2002).

Mass-dependent fractionation of different hydrological species of water as they move through the 
water cycle is the result of water molecules formed by different combinations of the isotopic species 
of oxygen (16O, 17O and 18O) and hydrogen (1H and 2H and 3H) — 3H, or tritium, is a radioactive  
species of hydrogen that is produced via nuclear reactions. Put simply, the lighter isotopes are  
slightly more likely to evaporate than the heavier variants (18O and 2H), which are proportionally less 
likely to condense and precipitate. As a result, the isotopic composition of a water sample can be 
used to understand hydrological processes both spatially and temporally.

The isotopic composition of a water sample is expressed as a delta (δ) value in parts per thousand 
(‰, or per mil), reflecting the ratio of 18O/16O or 2H/1H in a water sample versus a globally accepted 
standard (vienna Standard Mean Ocean Water, or vSMOW, on a scale normalized to Standard Light 
Arctic Precipitation; see Coplen 1996). Negative values, which are typical of high latitudes and cold 
regions, indicate that the sample has less of the heavy isotope than the standard (in this case, mainly 
as a result of rainout between the ocean source and the study region). Results are typically discussed 
in terms of enrichment and depletion of the heavy isotope relative to other samples, and a series of 
metrics have been developed to support interpretation (explained in more detail below).

Water isotope results are typically interpreted using a δ-δ plot, which plots the composition of δ18O 
versus δ2H for a given sample. Several supporting elements are superimposed on this framework 
to help interpret results. These include the Global Meteoric Water Line (GMWL), which reflects the 
relationship between δ18O and δ2H arising from the global ocean source and collected from points 
around the globe (Craig 1961). Because of secondary fractionation effects, both locally and during 
atmospheric transport (including re-evaporation and precipitation), the local evaporation line (LEL)  
is also a useful metric. The slope of the LEL is calculated based on local climate conditions and  
fractionation factors, and reflects the role of evaporation in controlling local water balances.

The intersection of the GMWL and the LEL typically reflects the composition of amount-weighted 
mean annual precipitation for an area (δP), although in the upper Yukon River basin, this value is 
closer to amount-weighted mean summer precipitation (δPS). The more enriched end of the LEL is 
bounded by the isotopic composition of the last drop of water before complete desiccation (δ*).  
Importantly, δSSL, or the isotopic composition of a water body at isotopic and hydrological steady 
state (with an evaporation-to-inflow ratio of 1:1) is also used to evaluate relative water balance  
conditions. For more details, see Edwards et al. 2004 and Brock et al. 2007. These framework  
parameters appear on several figures in this section.
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2.2 Isotope sampling and analysis, Yukon River headwaters 
Water samples were collected during field activities carried out as part of this project (see Figure 
2.1). They were collected primarily between February 2014 and October 2015 from surface water 
bodies including lakes, rivers and standing meltwater pools. Some snow samples were also collected 
from locations where snow was present at the time of sampling. Two synoptic sampling surveys of 
specific lake and river locations were conducted by helicopter during the project. Those surveys were 
conducted in September 2014 and September 2016, with the intention of comparing results  
between years and exploring variability in isotopic composition within sites. Results from a total of 
61 sample sites are presented in this report. Lab analysis of samples from fieldwork in September 
2016 were not available at the time this report was written, but data can be obtained from the  
Yukon Research Centre. 

Figure 2.1 Map of sites where water isotope samples were collected.
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Additional snow samples from regional glaciers were collected during a glacial traverse by the  
Juneau Icefields Research Program from Juneau, Alaska to Atlin, BC in summer 2015. These results 
are summarized in Section 2.4.

All samples were analyzed by the Environmental isotope Laboratory at the University of Waterloo.

2.3 Water isotope results
Water isotope results from analyzed samples were superimposed on a δ-δ plot, which was  
constructed using local hydroclimatic parameters (see Brock et al. 2007 for details regarding  
calculation of input parameters and framework construction).

Figure 2.2 shows the results for both water and snow samples collected from the headwater region.  
Snow sample results (Figure 2.2a) range between –16.7‰ δ18O (–126‰ δ2H) and –22.9‰ δ18H 
(–180‰ δ2H). They cluster along the GMWL; this reflects minimal fractionation, which is to be  
expected. Many samples cluster around the composition of amount-weighted mean annual  
precipitation (δP), which is also unsurprising; however, several snow samples are more enriched than  
δPS. This may be a result of sublimation effects after deposition, or of snow samples being collected 
early in the sampling season, when conditions were relatively warm. Re-evaporation after sample 
collection is unlikely, given the close positioning of the sample results to the GMWL.

River sample results (Figure 2.2b) are quite similar to those of snow samples. River sample results 
range between –16.6‰ δ18O (–125‰ δ2H) and –21.5‰ δ18H (–166‰ δ2H). These samples typically 
fall close to the GMWL, and are more depleted than average amount-weighted summer precipitation 
(δPS). Their positioning in d-d space points to snowmelt being the predominant input to rivers locally.

Lake sample results (Figure 2.2c) range between –9.0‰ δ18O (–106‰ δ2H) and –21.6‰ δ18O 
(–168‰ δ2H), and reflect more variability than snow and river samples. Sample results indicate two 
types of lake: one that clusters close to δPS, and one that spans the LEL. Typically, those that cluster 
close to δPS include the larger lakes in the headwater region – Tagish, Marsh, Bennett and Atlin lake 
samples are all in this area of the d-d plot. Hydrologically, these lakes are relatively open; in other 
words, they have large inlets and outlets, and receive notable amounts of river water as part of their 
input water source. Consequently, evaporation plays only a small role in lake water balance,  
regardless of the large surface area of these lakes. 

Conversely, results from small lakes and ponds in the headwater region fall along the LEL, indicating 
evaporative enrichment and the increased importance of evaporation to their water balances (Figure 
2.3a). Hydrologically, these lakes are typically closed (i.e., with no flow-through inlets and outlets) 
and likely receive spring snowmelt inputs from their catchments rather than year-round river inputs. 
They are shallow, and in some cases (e.g., Llewellyn terminal moraine, the marsh near Tagish Lake), 
evaporation exceeds inflow (reflected in compositions that exceed δSSL). This suggests that after 
several seasons with comparable hydroclimatic conditions, these lakes would dry up. Interestingly, 
the isotopic compositions of some lakes are more enriched than δPS, but do not fall along the LEL 
(i.e., high alpine pond, Homan Lake and Lindeman Lake on Figure 2.3b). These lakes are located at a 
relatively high elevation (1,521 m, 836 m and 676 m, respectively), and are close together. 

it is possible that local atmospheric moisture controls, or local variability in snowmelt input, are  
creating a local microclimate that creates water balance conditions at these lakes that differ from 
those in other areas of the Yukon River headwaters.
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Figure 2.2a Water isotope results from 
 Yukon River headwater  
 samples, showing snow  
 samples.

Figure 2.2b Water isotope results from 
 Yukon River headwater  
 samples, showing river  
 samples.

Figure 2.2c Water isotope results from  
 Yukon River headwater  
 samples, showing lake  
 samples.
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Figure 2.3a  Lake water isotope results showing results from small ponds.

Figure 2.3b  Lake water isotope results showing results from high-elevation ponds.
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Figure 2.4 shows sample results (δ18O) mapped by distribution across the Yukon River headwater 
region. It shows that the most isotopically depleted samples are typically situated at high elevations, 
close to headwater glaciers. As water moves downstream from this area, samples show that it  
typically become more isotopically enriched; this reflects the increased influence of evaporation 
(particularly on smaller, hydrologically closed lakes). River sample sites (especially along the  
Wheaton River in the northwest quadrant of Figure 2.4) continue to exhibit relatively isotopically 
depleted signatures, which reflect high headwater snow/glacial inputs. The isotopically depleted 
sample point close to Atlin represents a sample of groundwater taken from a spring near the  
community. The relatively depleted signature of this sample reflects the composition of ground- 
water, which is typically close to that of amount-weighted mean annual precipitation (δP).

Figure 2.4  δ18O compositions of water sample sites in the upper Yukon River basin.
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Data plotted in Figure 2.4 suggests that there is some relationship between elevation and isotopic 
composition in the headwater area of the Yukon River basin. Figure 2.5, which plots sample  
elevation against δ18O, explores this relationship. River samples tend to be relatively isotopically 
depleted, regardless of elevation. This is consistent with the strong clustering of river sample sites 
along the GMWL, as represented in Figure 2.2b. There appears to be a limited relationship between 
the elevation of lake sample sites and isotopic composition. This relationship is not statistically  
significant; nonetheless, it is consistent with general patterns of isotopic enrichment as water moves 
from the higher-elevation headwaters of the upper Yukon River basin toward lower-elevation  
sampling points downstream.

Figure 2.5 Water and snow sample elevations plotted against δ18O compositions for upper Yukon River  
 basin samples.
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2.4 Juneau to Atlin glacial traverse
Snow samples were taken during a glacial traverse from Juneau to Atlin during the summer of 2015. 
The expedition originated at the Lemon Creek Glacier near Juneau, Alaska (elevation 17 m, with 
a maritime climate). It then traversed the Taku and Matthes glaciers, over the Matthes-Llewellyn 
divide, and across the Llewellyn Glacier near Atlin, B.C. (elevation 668 m, with a subarctic climate), 
over a two-month period. Samples were taken from the surface of the glaciers at semi-regular  
intervals during the traverse.

Preliminary examination of spatial patterns in results indicates progressive isotopic depletion in 
samples from Juneau to Atlin (Figure 2.6). The most enriched of the samples collected (–11.8‰ δ18O, 
–88‰ δ2H) come from the Taku Glacier, while the most depleted sample (–19.8‰ δ18O, –152‰ δ2H) 
comes from the Llewellyn Glacier. Results suggest that rainout of heavy isotopes increases with  
distance from Juneau; this is particularly apparent when examining sample results grouped by  
position relative to the Matthes Divide. Samples from the Lemon Creek, Taku and Matthes glaciers, 
which were all collected from the oceanic side of the Matthes Divide, range between –1.8‰ and 
–16.8‰ δ18O (–89‰ and –124‰ δ2H) with the average being –14.3‰ δ18O, –107‰ δ2H. 

Figure 2.6 δ18O compositions of snow samples collected during a traverse from Juneau to Atlin.
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In contrast, samples collected on the continental side of the Matthes Divide range between –14.3‰ 
and –19.8‰ δ18O (–111‰ and –151‰ δ2H), with the average being –16.3‰ δ18O, –124‰ δ2H.  
Progressive rainout of heavy isotopes on the oceanic side of the Matthes Divide results in more 
isotopically depleted signatures in snow samples collected from the continental side. Consequently, 
glacial runoff from the Llewellyn Glacier to Atlin Lake in the headwaters of the upper Yukon River 
basin is relatively isotopically depleted. 

Additional examination of these data, including samples collected from snow pits along the traverse, 
would yield more information regarding within-glacier variability in isotopic composition, and might 
support further hydrograph separation activities.

2.5 Conclusions
There is substantial scope for more isotope-based work in the upper Yukon River basin. The samples 
collected during this project provide an independent quantitative verification that the hydrologic 
composition of river water is primarily snowmelt and glacial runoff. These are some other key  
findings:

• Samples collected from large, flow-through lakes (e.g., Atlin, Tagish, and Marsh lakes) fall 
along the Global Meteoric Water Line, meaning that their primary hydrological input source 
is precipitation and groundwater. They are minimally affected by evaporation, despite having 
large surface areas.

• Samples from smaller lakes in the region show varying evidence of evaporation. The degree 
of control that evaporation has in the water balance of these lakes likely reflects the size of 
the lake’s catchment and the amount of spring snowmelt input. In some lakes, evaporation 
exceeds inflow to these small lakes.  This suggests that they could be susceptible to drying 
up, especially after several seasons with low snowpack or hot, dry summers.

• Samples taken from high elevation lakes suggest that controls on water balance are  
different from those for lower elevation lakes. It is possible that different atmospheric  
moisture conditions create different conditions than at lower elevations in the region.

• Results indicate that glacial influence is most important closest to the glacier. Unfortunately, 
the data available are not yet sufficient to trace the relative contribution of glacial meltwater 
as it moves downstream (i.e., hydrograph separation).

The analysis of results presented here is relatively simple; a more detailed investigation of site-by-
site variability and nuances in the dataset presented above would yield additional detail regarding  
hydrological processes in the basin. Continued regular sampling would assist in the detection of 
hydrological change in the region.

Importantly, there is the potential to use water isotope tracers to work on hydrograph separation 
activities, which might result in the ability to better understand the contributions of glaciers versus 
snowmelt to river discharge. Comparable work in other regions (e.g., Cable et al. 2011; Theakstone 
1998) suggests that this type of work is feasible in glaciated basins, given the right sampling design, 
frequency and expertise. Such work could supplement hydrological modelling activities, and assist 
Yukon Energy Corporation in the detection of changes in glacial contribution to the upper Yukon 
River basin over time.
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3. Late Holocene fluctuations of Llewellyn Glacier’s north lobe

3.1 Introduction
Glaciers advance and retreat in response to changes in climate. Information about the timing and 
extent of a glacier’s past fluctuations can provide baseline data for comparison to current and future 
fluctuations, and to understand how a glacier may respond to future climate change.

A fluctuation record of the Llewellyn Glacier over the last two millennia was constructed by dating 
lateral and end moraines located beside and down valley from the present-day glacial toe. A total 
of seven sites were examined: six in the area of the north lobe and one adjacent to the main lobe 
(Figure 3.1). The results build on previous work by Clague et al. (2010), who constructed a record of 
glacial fluctuations based on geological evidence from the main and south lobes of the glacier.  
A more detailed analysis of data and discussion is presented in Samolczyk et al. (2016).

Figure 3.1 Llewellyn Glacier, British Columbia, with study areas 1 (north lobe) and 2 (main lobe). 
Note: Red dots mark sample site locations.

3.2 Methods
The study team examined sediment geometry and layering within the lateral and end moraines of 
the Llewellyn Glacier. End moraines mark the maximum down-valley extent of a glacier at the time 
of deposition. Lateral moraines, which are deposited along the sides of glaciers, may be composite 
features built by several periods of glacial advance. During glacial advance, the ice surface grows in 
elevation and the glacier deposits sediments, referred to as glacial till, on existing lateral  
moraine surfaces. These newly deposited tills may bury and preserve vegetation and soils.



 3. Late HoLocene fLuctuations of LLeweLLyn GLacier’s nortH Lobe

21

Former soil horizons buried in lateral moraines are referred to as paleosols. Radiocarbon dating the 
in-situ rooted wood contained within paleosols, and the detrital wood fragments found unrooted 
within till, can provide information about the timing of moraine-building events. In addition,  
counting the annual growth rings of live and dead trees rooted on the end moraine of the north lobe 
of the Llewellyn Glacier in this region, generally dating from the Little Ice Age, can determine the 
timing of moraine building and stabilization. 

The Little Ice Age (LIA) was a prolonged period of cold climate (relative to the present day) that 
occurred across the Northern Hemisphere between approximately AD 1570 and 1900. The timing 
of the LIA varied by location; some regions, particularly central Europe, entered this cold period a 
century or more earlier (Matthews and Briffa 2005). 

A total of eleven wood samples were radiocarbon-dated using accelerator mass spectrometry (AMS) 
at Beta Analytic Ltd. and the Keck Carbon Cycle AMS Facility (Table 3.1). 

Table 3.1 Radiocarbon dates, eleven wood samples, Llewellyn Glacier

Radiocarbon 
age (14C yr BP)a 

Calendric age 
(AD)b 

Laboratory 
no.c 

Site no. 
(Figure 3.1) 

UTM coordi-
nate (zone 8N) 

Elevation 
(m) 

Dated material 

1705 ± 30 252–401 UCi-
AMS-149293 

LL2 552612, 
6552090 

1,099 Branch or rootd 

1750 ± 30 222–385 Beta-384639 LL2 552612, 
6552090 

1,099 Branch or roote 

1665 ± 30 258–506 UCi-
AMS-149294 

LL2 552612, 
6552090 

1,099 Woody organic 
fragments 

185 ± 30 1650–present UCi-
AMS-149295 

LL5 551867, 
6556683 

949 Branch or roote 

80 ± 30 1690–1926 UCi-
AMS-149296 

LL6 551555, 
6557143 

797 Tree stumpe,f 

370 ± 30 1446–1634 UCi-
AMS-149297 

LL6 551555, 
6557143 

797 Tree stumpd,f 

145 ± 30 1668–1948 UCi-
AMS-149298 

LL7c 551427, 
6557486 

874 Tree trunkd,g
 

155 ± 30 1666–present UCi-
AMS-149300 

LL8 551503, 
6557383 

875 Branch or roote 

910 ± 30 1033–1204 UCi-
AMS-149301 

LL9 555636, 
6552368 

834 Branch or roote 

1775 ± 30 138–339 UCi-
AMS-149302 

LL10 552622, 
6552092 

unknown Tree trunkd
 

1785 ± 30 134–332 UCi-
AMS-149303 

LL10 552622, 
6552092 

unknown Tree trunke 

Source: Samolczyk et al. (2016) 
Notes: aerror terms reported by Laboratories are 1σ; bage determined from the calibration curve of Reimer et al. (2013) in OxCal 

v.4.2.4 (2σ ranges reported); claboratories: UCIAMS, Keck Carbon Cycle AMS Facility; Beta, Beta Analytic Inc.; dinner wood 

eouter wood; fsample contains 136 rings; gsample contains 147 rings; BP: Before Present; AD: Anno Domini
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Radiocarbon ages were calibrated using the calibration dataset of Reimer et al. (2013) in OxCal  
v. 4.2.4 (Bronk Ramsey 2013). Calibrated ages are reported as 2σ (95% confidence interval) ranges 
and rounded to the nearest decade or mid-decade year. Tree rings were counted at the University of  
Victoria Tree-Ring Laboratory using the WinDENDRO tree-ring imaging system (Guay et al. 1992).

3.3 Results
The radiocarbon ages of eleven wood samples from seven sites spanned the interval between the 
first millennium AD and the twentieth century (AD 135–1950); see Table 3.1 and Figure 3.1). The 
north lobe of Llewellyn Glacier deposited till on its east lateral moraine — about 70 m above the 
present ice surface and about 500 m down valley from where the north lobe separates from the 
main lobe — between AD 260 and AD 505. This date is based on a radiocarbon-dated paleosol  
exposed at site LL2 and a rooted stump at site LL10 (Figure 3.2). The evidence indicates that the  
glacier was advancing during the first half of the first millennium AD, which agrees with evidence 
that the main and south lobes were advancing into mature forest in the first half of the first  
millennium AD between AD 300 and AD 500 (Clague et al. 2010).

Figure 3.2 Sheared tree stump at site LL10.

A radiocarbon-dated in situ root from a paleosol at site LL5 (Figure 3.3), 4.8 km down valley from 
LL10 and LL2, indicates that the glacier overtopped its lateral moraine and buried a vegetated  
surface under till sometime after AD 1650 during the time period of the LIA.
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Figure 3.3 Dipping paleosol and organic horizon at site LL5.

At site LL6, the north lobe of Llewellyn Glacier overrode a mature forest growing about 5–10 m 
above the present valley floor and about 70 m up valley from the LIA end moraine between AD 1690 
and AD 1925. A sheared stump at this site contains 136 rings, indicating that the tree was likely killed 
as early as the late 16th century (Figure 3.4).

Figure 3.4 Stump sheared by glacial advance at site LL6.
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Only metres down valley from site LL6, but approximately 80 m above the valley floor on a bedrock 
knob, radiocarbon-dated detrital wood was collected from a veneer of till at site LL8. It had a  
calibrated age of younger than AD 1665 (Figure 3.5). This indicates that the glacier overrode the 
surface of the bedrock knob at this location sometime after the 17th century.

Two scarred and tilted subalpine firs were growing on the LIA end moraine at site LL7, approximately  
2.6 km from the present-day toe of the north lobe of the Llewellyn Glacier. They had 147 and 95 
rings, respectively; this suggests that the glacier was actively depositing material on its LIA end  
moraine as recently as the 20th century.

The main lobe of the Llewellyn Glacier was advancing again at the start of the first millennium AD. 
A dated stem or branch protruding from a contact between till and underlying fluvial sediments at 
site LL9, located on the north lateral moraine, indicates that the glacier was advancing and reached 
an elevation of 65 m above the present ice surface between AD 1035 and AD 1205 (Figure 3.6). The 
data from the North lobe are in agreement with evidence for an advance of the main lobe of the 
Llewellyn Glacier into mature forest between AD 1030 to and AD 1210  (Clague et al. 2010). 

3.4 Conclusions
Radiocarbon ages of wood from the lateral and end moraines of Llewellyn Glacier provide a record of 
fluctuations that spans the last two millennia. Data indicate that the north lobe advanced during the 
first half of the first millennium AD, sometime between AD 260 and AD 505, and came within 70 m 
of its Little Ice Age maximum down-valley limit as early as the 16th century. An advance of the main 
lobe occurred as early as AD 1035. These research results provide baseline data that can be  
compared to model data on future glacial change.

Figure 3.5 Collecting wood at site LL8.   Figure 3.6    Site LL9, looking southeast towards the main lobe 
               of the Llewellyn Glacier.
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4. Present glacier area and volume

4.1 Context
As of 2010, there were 367 individual glaciers within the upper Yukon River basin, with a combined 
area of roughly 1,000 km2 and an estimated total volume of about 187 km3 of ice (NCE 2014). The 
Wheaton, Fantail, Willison and Llewellyn glaciers are representative of the glacial conditions  
within the study basin (Figure 4.1). The Fantail, along with two smaller nearby glaciers, was surveyed 
by NCE in 2014 to help determine the regional volume-area scaling relationship (NCE 2014); the 
Wheaton Glacier was also surveyed during that study (NCE 2014) to help further constrain the  
volume-area relationship, because it’s situated in a different subbasin, and because it has been  
moderately well studied in the past (see NCE 2014). The Willison and Llewellyn glaciers have the  
greatest glacier surface area, volume and glacial runoff in the basin. The past changes in surface area 
and volume of Llewellyn glacier were studied by NCE (2014). The Willison Glacier, the second largest 
glacier after Llewellyn, was not thoroughly discussed by NCE (NCE 2014). Prior to that study, no field 
surveys had been carried out for the Llewellyn and Willison glaciers. 

Figure 4.1 Map of the Upper Yukon River basin showing the locations of the Wheaton, Fantail,  
 Willison and Llewellyn glaciers, including modelled subbasins.
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The Llewellyn Glacier is a particularly significant contributor to glacial runoff. It represents nearly half 
the total surface area of all the glaciers in the basin and more than 70% of the total ice volume (NCE 
2014). The glacier has the largest ablation-zone surface area in the region and its terminus extends 
to a relatively low elevation, which increases the intensity and duration of its melt season. Ice mass 
loss from this glacier has been significantly greater than that of other glaciers in the basin over the 
last few decades (NCE 2014), which may indicate that the glacier is especially sensitive to climate 
change. 

Quantifying the ice volume stored in the glaciers of the upper Yukon River basin and characterizing 
glacier mass balance are important in order to understand river discharge and simulate CRHM, and 
to examine glacier responses to ongoing climate change. Since the Llewellyn Glacier makes a major 
contribution to river discharge and has a strong potential responsiveness to changing climate,  
accurate characterization of it is important.

In this study, field-based ice thickness surveys were performed for the Fantail and Llewellyn glaciers 
using ground-penetrating radar (GPR). In addition, snow and ice melt rates were determined for the 
Llewellyn Glacier using ablation wires installed at various elevations. Although the Fantail Glacier 
has previously been surveyed by NCE (2014), additional GPR locations were surveyed in this study to 
fill data gaps. The Willison Glacier was not surveyed for this study; however, the GPR results for the 
Llewellyn Glacier were extrapolated to estimate its ice thickness. 

4.2 Ground-penetrating radar (GPR)
From April 22 to May 2, 2014, field-based surveys of ice thickness were carried out for the Fantail  
and Llewellyn glaciers to estimate current glacier volume and the region’s area-volume scaling char-
acteristics. The survey transects across the glacier surfaces were selected to fill data gaps (in the case 
of the Fantail Glacier), and to best represent their longitudinal and/or cross-sectional profiles given 
constraints on glacier travel due to ice surface conditions (e.g., crevasses and steep slopes), weather 
conditions and time. The transect totaled 58.3 km for the Llewellyn Glacier (Figure 4.2) and 20.9 km 
for the Fantail Glacier (Figure 4.3). The field team was supported by helicopter and flown from Atlin, 
BC, to reach the survey locations and transport equipment and gear.

Ice thickness values were determined using Yukon College’s Blue System Integration, Ltd. (BSI) 5 MHz 
ground-penetrating radar (GPR) system, towed behind a snow machine. Simultaneous GPS survey 
provided information on position and surface elevation. The impulse transmitter was built by Icefield 
Tools (Whitehorse, YT) based on the design of Narod and Clarke, 1994 (Specifications: 1-200 Mhz 
bandwidth, 24kW peak power, 1.6 kV into 50 Ohms, rise time <2 ns, repetition rate 512 Hz). The 
20 m transmitting antenna was a tuned-impedance dipole. A half-dipole (10 m) receiving antenna 
was connected to a Pico Model 4227 12-bit analog-to-digital converter (sampling rate: 250MS/s), 
which sent digitized waveforms to an Intel Atom-based 1.6 GHz embedded processing controller for 
storage. Since each recorded return waveform was a “stacked” average of 100 individual returns, the 
signal-to-noise ratio was improved by a factor of 10. 
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Figure 4.2 Locations of GPR over Landsat 5 imagery for the Llewellyn Glacier

A Garmin GPS 18x receiver was used to record the location and corresponding ice-surface elevation 
of each stacked waveform. Using a WAAS (Wide Area Augmentation System), accuracy for these 
receivers is improved to approximately 3 m. 

The radar survey data were processed using BSI’s IceRadarAnalyzer software (version 3.1 and 4.0; 
Figure 4.4) from the time difference Δt = t2-way - tair, where tair is the arrival of the direct airwave and 
t2-way is the two-way travel time of the wave reflected off the bed. Assuming that the reflection is 
located at a point midway between the two antennae’s centres, the ice thickness d is related to the 
time difference as (Equation 4.1):

(4.1)

Where a = 30 m is the centre-to-centre antenna distance, vair = 300 m/µs is the wave propagation 
speed in air, and vice = 168 m/µs is the wave propagation speed in ice. The airwave and bed reflection 
have a characteristic positive-negative-positive signature in the radar waveform and tair and t2-way 
were selected as the rising limb of the first positive excursion in the waveform (see Hubbard and 
Glasser 2005). Although in many of the radar waveforms the bed reflection is clear and distinct, in 
others it is weak and/or obscured by noise. In these cases, the bed waveform was band-pass filtered 
(to eliminate noise) and an exponential gain was applied (to counteract the attenuation of the signal 
with increasing band depth). Only those returns for which 1) a distinct bed return could be identified 
and 2) a good GPS location could be obtained, were used to determine ice thickness values.

Ablation wire locations

GPR surveys

Yukon River basin
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Figure 4.3 Locations of GPR over Landsat 5 imagery for the Fantail Glacier

Ice thickness values could be discerned where returns in the radar traces were sufficiently strong. 
Although the glacier thickness could be determined in shallow regions (including near the glacier 
margins and where several tributary glaciers flow into the main glacier trunk), it was not possible to 
resolve the ice thickness in the deeper portions of the main glacier trunks. Since the ice was  
temperate and was thicker in its deeper portions, adequate signal returns were not acquired in  
these areas.

Ice thickness values that were able to be resolved were extrapolated to the entire study basin. This 
was done using a method based on surface slope and basal shear stress relationships, similar to 
GlabTop (Glacier Bed Topography) software; see Linsbauer et al. 2012. Field-measured data for the 
Wheaton and Fantail glaciers obtained from NCE (2014), in addition to field survey data collected for 
the Fantail and Llewellyn glaciers in this study, were extrapolated across the entire study region to 
estimate ice thickness, as follows:

1. to generate cross-sectional profiles in areas where GPR signals could not be resolved, the 
team used the interpolation technique of Pattyn and Van Huele (1998), which assumes a 
power law relationship between ice depth and the fractional distance across the glacier;

2. flow lines were determined using open source Geographic Resources Analysis Support  
System (GRASS) software, after which ice thickness was estimated using the basal shear 
stress equation (Equation 4.2);

GPR surveys

Yukon River basin
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where h is the ice thickness (m), τ is the basal shear stress (kPa), g is the gravity acceleration 
(9.8 m/s2), ρ is the ice density (900 kg/m3) and θ is the slope (°). A basal shear stress (τ) of 
150 kPa was used (Haeberli and Hoelzle 1995).

3. The differences between the estimated ice thickness at flow lines obtained from step 2 and 
the GPR observation were corrected as follows; a) the slope, intercept and correlation  
coefficient of the linear regression between the ice thickness at flow lines estimated from 
Step 2 and those obtained from observation data were computed; and b) the slope and  
intercept parameters were used to correct ice thickness at flow lines where field measured 
ice thickness was not available.

4. The estimated and observed ice thickness values (see steps 2 and 3) were then extrapolated 
across the entire study basin using a Kriging method in GIS to generate a model of the  
glacier’s bed elevation. With the exception of cases where glaciers flow into or out of the 
model domain (e.g., ice flowing into the Llewellyn Glacier across the U.S. border), all other 
glacier margins were assumed to have zero ice thickness. The total volume was then  
determined as the product of the glacier surface area and the average thickness.

Figure 4.4 Filtered and amplified ground-penetrating radar (GPR) traces, showing ice thickness values 
 along one portion of the Llewellyn Glacier transects.  
Note: Surface elevations (top of blue traces) were determined by GPS survey; ice depths were determined from the difference 
in time \Δt between the air wave arrival (not visible in these filtered traces) to the inferred bed return, here expressed as the 
v-shaped dipping feature visible over much of the transect. Note that the strength of the bed return diminishes as depths  
increase, due to attenuation and scattering; returns were not observed in regions where ice thickness values exceeded ~400 m. 
Gaps in the data indicate poor GPS signal strength.

Volume estimates obtained in this study were validated by comparing measured glacier volume  
— i.e., from this study and NCE (2014) — with estimates based on samples of glaciers from across 
the world (Chen and Ohmura 1990). Based on both physical considerations and empirical results 
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Volume	  estimates	  obtained	  in	  this	  study	  were	  validated	  by	  comparing	  measured	  glacier	  volume	  —i.e.,	  
from	  this	  study	  and	  NCE	  (2014)	  —	  with	  estimates	  based	  on	  samples	  of	  glaciers	  from	  across	  the	  world	  
(Chen	  and	  Ohmura	  1990).	  Based	  on	  both	  physical	  considerations	  and	  empirical	  results	  (Chen	  and	  
Ohmura	  1990;	  Bahr	  et	  al.	  1997,	  many	  studies	  have	  shown	  that	  glacier	  volume	  can	  be	  related	  to	  surface	  
area	  through	  the	  following	  power	  law	  (Equation	  4.3):	  

	  

where	  V	  is	  glacier	  volume	  (106	  m3),	  A	  is	  glacier	  surface	  area	  (106	  m2	  or	  equivalently	  km2)	  and	  C0	  and	  C1	  are	  
scaling	  coefficients.	  V-‐A	  coefficients	  of	  C0=28.5	  and	  C1=1.36	  were	  applied,	  based	  on	  global	  estimates	  (Chen	  
and	  Ohmura	  1990).	  The	  C0	  and	  C1	  values,	  estimated	  from	  the	  V-‐A	  relationship	  of	  the	  glaciers	  in	  the	  Fantail	  
and	   Wheaton	   basins,	   were	   31.9	   and	   1.38,	   respectively	   (NCE	   2014).	   Estimates	   from	   this	   study	   of	   the	  
Llewellyn	  and	  Willison	  glaciers	  were	  34.1	  and	  1.33,	  [THESE	  VALUES	  MAY	  CHANGE]	  respectively.	  The	  values	  
from	  both	  studies	  appear	   to	  align	   reasonably	  well	  with	   the	   relationship	  outlined	   in	  Chen	  and	  Ohmura	  
(1990);	  see	  Figure	  4.5.	  
Figure	  4.5	   Comparison	  of	  glacier	  surface	  volume	  and	  area	  measurements,	  with	  a	  plot	  of	  the	  V-‐A	  
relationship	  	  

comment	  from	  Brian:	  need	  to	  check	  data	  in	  y	  axis,	  also	  need	  to	  add	  commas	  to	  y	  legend	  numbers	  

Notes:	  V-‐A	  relationship	  is	  derived	  from	  the	  global	  set	  of	  glaciers	  in	  the	  study	  of	  Chen	  and	  Ohmura	  
(1990);	  the	  Wheaton	  and	  GL1,	  GL2,	  and	  GL3	  glacier	  data	  were	  obtained	  from	  NCE	  (2014).	  

There	  is	  high	  confidence	  in	  the	  ice	  thickness	  estimates	  in	  locations	  where	  survey	  measurements	  were	  
obtained,	  but	  less	  certainty	  in	  the	  deeper	  and	  non-‐surveyed	  areas.	  The	  Llewellyn	  and	  Willison	  glaciers	  
(Figure	  4.6),	  as	  determined	  from	  the	  glacier’s	  bed	  elevation	  model,	  were	  estimated	  to	  have	  a	  maximum	  
thickness	  of	  485	  m	  in	  their	  middle	  portions	  (Figure	  4.6).	  Glacier	  ice	  was	  thinnest	  near	  the	  glacier	  
terminus	  and	  edges,	  and	  in	  areas	  of	  topographic	  highs	  (Figure	  4.6).	  The	  combined	  estimated	  surface	  
area	  and	  volume	  of	  the	  Llewellyn	  and	  Willison	  glaciers	  were	  564	  km2	  and	  140,474	  km3,	  respectively.	  
Figure	  4.7	  shows	  the	  ice	  thickness	  of	  the	  Fantail	  Glacier.	  

Figure	  4.6	   Estimated	  elevation	  (masl)	  and	  ice	  thickness	  (m)	  of	  the	  Llewellyn	  and	  Willison	  glaciers.	  	  
Note:	  Ice	  thickness	  determined	  using	  GPR	  survey	  data	  and	  an	  analytical	  approach	  based	  on	  surface	  
slope	  and	  basal	  shear	  stress	  relationships.	  [confirm	  that	  masl	  is	  correct]	  

Figure	  4.7	   Estimated	  elevation	  (masl)	  and	  ice	  thickness	  (m)	  of	  the	  Fantail	  Glacier.	  

4.3  Ablation	  wires	  
On	  April	  28,	  2014,	  ablation	  wires	  were	  installed	  at	  five	  locations	  along	  the	  Llewellyn	  Glacier	  to	  
determine	  its	  rate	  of	  snow/ice	  melt.	  The	  wires,	  which	  ranged	  in	  elevation	  from	  1,200	  m	  to	  1,820	  m	  
(Table	  1),	  were	  installed	  in	  holes	  13	  m	  deep	  that	  were	  drilled	  into	  the	  ice	  using	  a	  Heucke	  steam	  drill	  
(loaned	  to	  the	  program	  by	  Gwenn	  Flowers,	  Simon	  Fraser	  University).	  The	  initial	  exposed	  wire	  lengths	  
were	  measured	  upon	  installation;	  the	  wires	  were	  remeasured	  on	  July	  31,	  2014,	  and	  some	  were	  

(Chen and Ohmura 1990; Bar et al. 1997), many studies have shown that glacier volume can be relat-
ed to surface area through a power law relationship of the following form (Equation 4.3):

(4.3)

where V is glacier volume (106 m3, equivalent to 0.001 km3), A is glacier surface area (106 m2 or 1.0 
km2) and C0 and C1 are scaling coefficients. V-A coefficients of C0=28.5 and C1=1.36 were applied, 
based on global estimates (Chen and Ohmura 1990). The C0 and C1 values, estimated from the V-A 
relationship of the glaciers in the Fantail and Wheaton basins, were 31.9 and 1.38, respectively (NCE 
2014). Estimates from this study of adding the Llewellyn and Willison glaciers to the V-A relationship 
estimated by NCE (2014) were 37.1 and 1.31, respectively. The values from both studies appear to 
align reasonably well with the relationship outlined in Chen and Ohmura (1990); see Figure 4.5.

Figure 4.5 Comparison of glacier surface volume and area measurements, with a plot of the  
 V-A relationship 
Notes: V-A relationship is derived from the global set of glaciers in the study of Chen and Ohmura (1990); the Wheaton and GL1, 
GL2, and GL3 glacier data were obtained from NCE (2014).

There is high confidence in the ice thickness estimates in locations where survey measurements 
were obtained, but less certainty in the deeper and non-surveyed areas. A maximum ice thickness of 
500 m was estimated for all glaciers within the upper Yukon River basin, with an average ice thick-
ness of 200 m, and a glacier surface area of about 1,030 km2 and ice volume of 210 km3 (Table 4.1). 
This is slightly larger than the amounts estimated by the 2014 NCE study (i.e., 1,000 km2 and 187 
km3, respectively) since the current study included new GPR observation results conducted at the 
Llewellyn and Fantail glaciers and used 2013 data from Global Land ice Measurements from Space 
(GLIMS) for estimating glacier coverage. Other differences might result from GIS data processing, 
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such as merging, clipping, intersecting, and dissolving files/data. The maximum ice thickness of the 
Llewellyn and Willison glaciers was estimated at 500 m in the middle portions of the glaciers, with an 
average thickness of 274 m (Figure 4.6). 

Table 4.1 Summary results of estimated glacier surface area, ice thickness and volume 

Glacier Glacier surface 
area (km2)

Average estimated ice 
thickness (m)

Maximum estimated 
ice thickness (m)

Estimated ice 
volume (km3)

Fantail * 50 157 500 8

Llewellyn 432 280 500 121

Llewellyn and Willison 513 274 500 141

All glaciers within the  
upper Yukon River basin **

1,028 203 500 210

*   Results for the Fantail Glacier were estimated using both the NCE (2014) data and the results of this study. 
**This includes the Fantail, Llewellyn and Willison glaciers, as well as the Wheaton Glacier and other small glaciers. 

Figure 4.6 Estimated ice thickness (m) of the Llewellyn and Willison glaciers.
Note: Ice thickness determined using GPR survey data and an analytical approach based on surface slope and basal shear stress 
relationships. 
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The Fantail Glacier had lower overall ice thickness (Figure 4.7), as represented through an average ice 
thickness of 157 m (Table 4.1). In addition, the Fantail Glacier covers a significantly smaller surface 
area (50 km2) than the Llewellyn and Willison Glaciers (513 km2). Thus it has a lower estimated ice 
volume of 8 km3, in comparison to 141 km3 for the Llewellyn and Willison glaciers.

Figure 4.7 Estimated ice thickness (m) of the Fantail Glacier.
Note: Ice thickness determined using GPR survey data and an analytical approach based on surface slope and basal shear stress 
relationships.

4.3 Ablation wires
Ablation wires were installed at five locations along the Llewellyn Glacier on April 28, 2014, to  
determine the local melt rate factors for snow and ice. These factors determine the equivalent  
meltwater layer thickness that is produced for each positive degree-day (see Shea et al. 2009).  
Wires were installed at elevations ranging from 1,200 m to 1,820 m, and were installed in holes 
bored ~13 m into the glacier using a Heucke steam drill. The initial exposed wire lengths were 
measured on installation and remeasured on July 31, 2014; a subset of these wires was remeasured 
again on August 10, 2014 (Table 4.2). The method used to determine the rate of snowmelt and ice 
melt and positive degree-day factors from these measurements, and the use of these factors for 
verifying CHRM meltwater production and mass balance characteristics, is discussed in Section 5.4.4. 
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Table 4.2 Ablation wire measurements in each location, 2014

Ablation 
wire no.

Latitude (0N) Longitude (0W) Elevation
(masl)

Exposed wire lengths (m)

Apr 28 Jul 31 Aug 10

1 58.8935 134.1132 1,820 2.20 3.87 n/a

2 58.9373 134.0848 1,693 2.12 4.04 n/a

3 58.9686 134.0782 1,614 1.69 4.28 4.62

4 59.0343 134.1028 1,349 1.91 4.38 4.78

5 59.0727 134.0989 1,200 2.60 6.46 6.68

4.4 Conclusions
The focus of the glacier-based field investigation was the Llewellyn and Willison glaciers, the largest 
glaciers of the upper Yukon River basin. The investigation included a ground-penetrating radar (GPR) 
survey, which was used to determine ice surface elevation and thickness values along a number of 
longitudinal and transverse profiles. It also included ablation-wire observations that measured the 
melt rates of snow and ice. The average ice thickness of all glaciers within the upper Yukon River 
basin was estimated at 200 m, with total glacier surface area and volume of 1,000 km2 and 210 km3, 
respectively. In the Llewellyn and Willison glaciers, the estimate of ice volume is approximately  
141 km3, with an average ice thickness of 274 m and surface area of 513 km2. The ice melt/snowmelt 
rates vary by elevation. At 1,820 m (the higher third of the glaciers), melt rates were 1.78 cm/day 
(approximately 55 cm/month).  At 1,200 m (the lower third of the glaciers), melt rates were 4.11 cm/
day (approximately 125 cm/month). 

These field investigations helped the study team achieve four goals: 
• better quantify the present volume of ice stored in the Llewellyn and Willison glaciers and 

other smaller glaciers within the upper Yukon River basin;
• complement similar field observations conducted on smaller glaciers by NCE and funded by 

YEC  (NCE 2014) so that various sizes and locations of glaciers within the study basin can be 
well represented;

• verify the hydrological model (CHRM) meltwater production and glacier mass balance  
characteristics using field observations (see Section 5); and 

• better understand the contribution of the Llewellyn and Willison glaciers to regional  
hydrology and their potential responsiveness to a changing climate (see Section 6). 

Overall, these scientific investigations bring substantial benefits to the study and thus to YEC, to  
address hydrological/glaciological and climate change issues facing the region. 



5. Developing and applying the Cold Regions Hydrological Model

5.1 Model description
Physically-based distributed hydrological models are valuable tools to increase understanding of 
hydrological responses to climate inputs (e.g., precipitation, air temperature and wind speed) and 
climate changes. Physical hydrological models use mass and energy balance equations and physical 
parameters to represent the hydrological processes in a basin. As a result, they generally represent 
hydrological processes in a basin more accurately than simpler models (e.g., conceptual and lumped 
models) that rely on model calibration and curve fitting exercises (e.g., Beven 1985, 2001; Beven and 
O’Connell 1982). The Cold Regions Hydrological Model (CRHM), which was selected and applied for 
this study, is a flexible and primarily physically based model (Pomeroy et al. 2007).

Several physically based distributed models are available for use in cold regions, including the  
Distributed Hydrology Soil Vegetation Model (Wigmosta et al. 1994), Modélisation Environmentale 
Communautaire, or MEC - Surface and Hydrology, known as MESH (Pietroniro et al. 2007; Soulis 
et al. 2000), and Variable Infiltration Capacity (Liang et al. 1994). As noted by Beven (2001), their 
dependence on calibration/validation schemes can increase uncertainty about model parameters. 
These models also use the same hydrological model structure in each grid cell for the entire model 
domain, which may make them inappropriate for heterogeneous basins such as that of the upper 
Yukon River. CRHM operates with minimal calibration and computes mass balances through hydro-
logical response units (HRUs), which allows it to configure the spatial variability of the study basin’s 
physical attributes and drainage conditions (Pomeroy et al. 2007). As an additional benefit it provides 
a flexible, object-oriented modeling system, where various process algorithms (stored in modules) 
can be selected from an internal library and linked to generate a model that is specific to user needs.

CRHM modules represent physically-based cold region hydrological processes, including direct and 
diffuse radiation to slopes, long-wave radiation in complex terrain, intercepted snow, blowing snow, 
sub-canopy turbulent and radiative transfer, sublimation, energy balance snowmelt, infiltration to 
frozen and unfrozen soils, rainfall interception, evapotranspiration, subsurface flow, depressional 
storage fill and spill, saturation excess overland flow and routing of surface, subsurface and stream-
flow (Pomeroy et al. 2007). There are too many options for modules and their parameters, inputs 
and outputs to list in this report, but detailed descriptions of each module can be found in the 
original CRHM manual (www.usask.ca/hydrology/oldsite/crhm/crhm_hp2006.pdf). CRHM has been 
widely applied in cold regions across Canada (including British Columbia, Yukon, Alberta and North-
west Territories), and other parts of the world, including Tibet, Patagonia, the Pyrenees and the Alps; 
see Ellis and Pomeroy 2007; Dornes et al. 2008; Ellis et al. 2010; López-Moreno et al. 2012; Fang 
et al. 2013; Zhou et al. 2014. This project applied the model to simulate the dominant hydrological 
processes of the upper Yukon River basin.

5.2 Meteorological and hydrometric data
5.2.1 Station installation and data collection
One of the key limitations identified in NCE’s report on projected future changes in glaciers (NCE 
2014) was a significant lack of robust spatial and temporal meteorological data for the study basin, 
particularly in the high-elevation headwater regions. As a result, for this study NCE installed five  
automated meteorological stations to address these gaps in observational data (Figure 5.1) and to 
both drive and constrain the hydrological model. The stations were installed during 2012–14 at  
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locations that were selected to represent a range of climatic regions, elevations, and spatial air  
temperature lapse rates. These locations were also selected to complement existing federal,  
provincial and territorial meteorological stations in the region. Since the major part of runoff was  
ultimately derived from high elevations, most of the stations were placed at these elevations.  
See the Yukon Research Metadata Catalogue (http://envirodata.yukoncollege.yk.ca) for detailed 
metadata regarding the five stations.

The stations at Fantail Lake basin, on the leeward side of B.C.’s coastal mountains (see Figure 5.1), 
were installed in 2012 and represent a drier continental climate zone. The Lower Fantail station (A1) 
was installed at a low elevation in the forest/wetland complex of a river valley. The Upper Fantail 
station (A2) was installed on a subalpine ridge line above a glacier valley terminus (see Table 5.1).

The Llewellyn stations were installed adjacent to the Llewellyn Glacier (in Atlin/Téix’gi Aan Tlein  
Provincial Park, B.C.) in 2013 and represent near-maritime conditions characterized by relatively  
high snowfall. The Lower Llewellyn station (A3) was installed near the glacier terminus; the Upper 
Llewellyn station (A4) was installed for the duration of the study on the southeast-facing flank of a 
large nunatak (i.e., a mass of rock surrounded by glacier ice). 

Figure 5.1 Locations of the five meteorological stations, including the two four-component net  
 radiometers, within the upper Yukon River basin (overlaid on land cover distribution).
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The Upper Llewellyn station (A4) was placed in order to investigate energy balance processes in 
the near-glacier environment as a proxy for glacier mass balance. it was useful for process-based 
study, but its exposure to high winds made it a poor choice for long-term monitoring of snowpack. 
As a result, this station has now been removed. The Wheaton station (A5) was installed in 2014 and 
represents the continental climate of southern Yukon. It is adjacent to the Wheaton Glacier, at the 
headwaters of the Wheaton River, a tributary of the Yukon River. See Table 5.1 for details of stations.

Table 5.1 Details of the five meteorological stations installed by NCE from 2012–14: installation date,  
 location, elevation, area description and meteorological components measured.

Name Installation date Location (°) Elevation
(masl)

Area description Component  
measured

Lower 
Fantail

(A1)

Sept. 21, 2012 (SWE 
and MET), Aug. 28, 

2014 (4–CNR)

59.6135°N, 
134.7077°W 

700 River valley bottom; rock 
island in a wetland

SWE, MET (no 
soil temp.*), 

4–CNR

Upper 
Fantail

(A2)

Aug. 31, 2012 59.4929°N, 
134.8156°W

1,188 Mountain ridge; terrace; 
adjacent to a cirque glacier

SWE and MET

Lower 
Llewellyn

(A3)

Aug. 31, 2013 59.1054°N, 
134.0380°W

940 Red Mountain; gently slop-
ing bench on lower slopes of 
east-facing mountain slope; 

near glacier terminus

SWE and MET

Upper 
Llewellyn

 (A4)

Aug. 28, 2013 (SWE 
and MET), May 19, 

2014 (4–CNR)

59.0161°N, 
134.1209°W

1,436 Nunatak; bench on lower 
part of east-facing mountain 
slope above glacier. Below 

accumulation zone.

SWE, MET (no 
soil temp.*), 

4–CNR

Wheaton
(A5)

Sept. 3, 2014 60.1097°N, 
135.5879°W

1,265 Ridge crest in larger moun-
tain valley. Subalpine fir and 

shrubs. Site partially shel-
tered by surrounding trees.

SWE and MET

Notes: SWE= snow water equivalent, MET = meteorological (air temperature, soil temperature, relative humidity, barometric pres-
sure, wind speed and direction, rainfall, and average net radiation) and 4-CNR= four-component net radiometer (incoming 
and outgoing long- and short-wave radiation). *Soil temp. could not be measured at stations installed on a rocky surface.

Each of the stations measured air temperature, soil temperature, relative humidity, barometric  
pressure, wind speed and direction, net radiation, rainfall, snow depth and snow water equivalent  
(SWE) on hourly, sub-daily (every six hours) and daily timescales (Figure 5.2). Individual net  
radiometers were installed at all meteorological stations, but they measured only the balance of 
incoming minus outgoing total (short-wave plus long-wave) radiation and were not adequate for 
validating glacier models. In 2014, four-component net radiometers were retrofitted at two stations: 
Lower Fantail (A1) and Upper Llewellyn (A4). This provided independent measurements of outgoing 
long-wave (LWo), incoming long-wave (LWi), outgoing short-wave (SWo), and incoming short-wave 
(SWi) radiation. The location of the net radiometers was determined using correlation analysis 
among radiation-transport variables (i.e., albedo, water vapour, air temperature, elevation, land  
cover, and aspects). These were obtained from data assimilation retrieval products such as  
Environment Canada’s Global Environmental Multiscale Model (GEM) and atmospheric re-analysis 
data products such as North American Regional Reanalysis (NARR).
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Figure 5.2 The Upper Llewellyn meteorological station installed by NCE, showing all instrumentation,  
 including a four-component net radiometer.

Meteorological data data were automatically transmitted via Iridium satellite communication from 
the stations to the Campbell Scientific server on a weekly basis. Data are shown in Table 5.2.  
Automated data retrieval software was developed by the NCE team to facilitate a convenient,  
user-friendly data format that allowed for easy download and creation of graphs and tables (refer to 
the Data Retrieval Software Manual; NCE 2016).

Table 5.2 Meteorological components measured and names of measurement instruments. 

Component measured Instrument name

Wind speed and direction R.M. Young Wind Monitor Alpine version, Model 05103AP

Snow depth Sonic Ranger 50KHz, Model SR50A

Rainfall Texas Electronics Tipping Bucket Rain Gauge 8-inch-diameter  
funnel, Model TE525WS

Net solar radiation Kipp and Zonen Net Radiometer, Model NR Lite2

Barometric pressure vaisal PTB110 Barometric Pressure Sensor 500mb, Model CS106

Air temperature and relative humidity Rotronics Relative Humidity and Air Temperature Probe, Model 
HC-S3-XT

Snow water equivalent (SWE) Snow Water Equivalent Sensor, Model CS725

Soil temperature Soil Temperature Thermistor Probe, Model 109

incoming and outgoing long- and  
short-wave radiation

Kipp and Zonen Four-Component Net Radiometer, Model CNR4

Note: A CR1000-55 data logger equipped with a measurement and control module with 4MB RAM was used to record the data.

 5. Developing anD applying the ColD Regions hyDRologiCal MoDel 

37



5.2.2 The existing network
Data gathered from the five SWE/Met stations installed by NCE were complemented by existing  
meteorological stations to calibrate, constrain and operate CRHM (Figure 5.3a). The stations  
collected various meteorological data, including air temperature, relative humidity, wind speed and 
precipitation. These data were later used to force CRHM. Data were acquired through Environment 
Canada, Government of Yukon, Yukon Geological Survey, University of Ottawa, and Yukon Avalanche 
Association, among others (see Table 5.3). In addition, four gauged hydrometric stations with  
robust data records and manually sampled SWE survey data (Figure 5.3b, Table 5.3), measured 
during spring (either three or four times a year) by the Yukon Department of Environment’s Water 
Resources Branch, were used to evaluate CRHM performance.

Table 5.3 Meteorological, hydrometric and SWE stations

Station ID number Station name Data source

Tm WS RH Pcp SWE Q

1 1 1 n/a n/a n/a Lower Fantail Yukon Energy Corporation  
and Yukon College2 2 2 n/a n/a n/a Upper Fantail

3 3 3 n/a n/a n/a Lower Llewellyn

4 4 4 n/a n/a n/a Upper Llewellyn

5 5 5 n/a n/a n/a Whitehorse A Environment Canada

6 6 6 n/a n/a n/a Whitehorse Auto

7 7 7 n/a n/a n/a Carcross Yukon Avalanche Association (YAA)

8 8 8 n/a n/a n/a Jakes Corner

n/a n/a 9 n/a n/a n/a Mount Racine

9 9 10 n/a n/a n/a Mount Sima

10 10 11 n/a n/a n/a YAAAND

11 11 12 n/a n/a n/a YAAFRA

12 12 13 n/a n/a n/a YAASUM

13 n/a n/a n/a n/a n/a Tagish Government of Yukon  
(Department of Environment, Water 

Resources Branch)
14 13 14 n/a n/a n/a Alpine Wolf Creek

15 14 15 n/a n/a n/a Buckbrush Taiga Wolf Creek

16 15 16 n/a n/a n/a Forest Wolf Creek

17 n/a n/a n/a n/a n/a Cowley Creek Yukon Geological Survey

18 16 17 n/a n/a n/a Chilkoot Pass National Park Service (U.S.)

19 17 18 n/a n/a n/a Sheep Camp

20 n/a n/a n/a n/a n/a Skagway Captain SNOTEL

21 18 19 n/a n/a n/a Atlin School University of Ottawa
(Geography Dept.)22 19 20 n/a n/a n/a Atlin Monarch Mt1
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n/a n/a n/a 1 n/a n/a Atlin Environment Canada

n/a n/a n/a 2 n/a n/a Graham inlet

n/a n/a n/a 3 n/a n/a Annie Lake Robinson

n/a n/a n/a 4 n/a n/a Carcross

n/a n/a n/a 5 n/a n/a Potter Creek Wahl

n/a n/a n/a 6 n/a n/a Whitehorse A

n/a n/a n/a 7 n/a n/a Whitehorse Auto

n/a n/a n/a 8 n/a n/a Whitehorse Riverdale

n/a n/a n/a 9 n/a n/a Fraser Camp

n/a n/a n/a n/a 1 n/a Atlin Government of Yukon (Water 
Resources Branch, Department of 

Environment)
n/a n/a n/a n/a 2 n/a Log Cabin

n/a n/a n/a n/a 3 n/a Montana Mountain

n/a n/a n/a n/a 4 n/a Tagish

n/a n/a n/a n/a 5 n/a Whitehorse Airport

n/a n/a n/a n/a n/a 1 Yukon River at Whitehorse Environment Canada (Water Survey 
of Canada)n/a n/a n/a n/a n/a 2 Atlin River near Atlin

n/a n/a n/a n/a n/a 3 Wheaton River near Carcross

n/a n/a n/a n/a n/a 4 Tutshi River at outlet of 
Tutshi Lake

Note: See also Figure 5.3. ID numbers correspond to the various measured parameters and data source, where Tm= air  
temperature, WS = wind speed, RH= relative humidity, Pcp= precipitation, SWE= snow water equivalent and Q= flow.

5.2.3 GEM-LAM and grid correction
To further improve the quality of the spatiotemporal meteorological data (Figure 5.3a), model  
calibration and operation also used archived meteorological data from the Canadian limited-area 
model version of the Global Environment Multiscale configuration (GEM-LAM) produced by  
Environment Canada. GEM-LAM is a high-resolution grid model that represents local conditions, 
physical processes and organization of weather systems at all scales.

Two sets of grids from the GEM-LAM model were applied to fill the gaps in temporal data and  
generate spatially continuous data for the entire study basin. Precipitation data were determined by 
Canadian Precipitation Analysis, or CaPA (Mahfouf et al. 2007), and data for air temperature, wind 
speed, long- and short-wave radiation, specific humidity and air pressure were determined by  
Regional Deterministic Prediction System, or RDPS (Coté et al. 1998a and b; Yeh et al. 2002).  
The CaPA and RDPS data grids covered the study basin with a spatial resolution of approximately  
5 km (east/west) and 10 km (north/south) and a total of 386 grid points (Figure 5.4).
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Figure 5.3a Sampling locations for meteorological stations.
Note: numbers correspond to station locations (see Table 5.3).

Figure 5.3b Sampling locations for hydrometric and SWE stations.
Note: numbers correspond to the station location (see Table 5.3).

 Evaluating climatE changE impacts on thE uppEr Yukon rivEr basin

40

SWE field survey

Flow stations

Subbasins

Relative humidity

Wind speed

Temperature

Precipitation

Subbasins



Figure 5.4 Spatial distribution of GEM-LAM grid points.

Since some of the GEM-LAM data varied from the observed meteorological data, the RDPS and CaPA 
data were corrected prior to simulation in CRHM. The RDPS data were initially corrected with the 
observed data by the following three steps:

1. applying a linear regression method, for which correlation coefficients were 0.94 for  
temperature (from 22 stations), 0.82 for wind speed (from 19 stations) and 0.53 for relative 
humidity (from 20 stations);

2. interpolating the linear regression parameters (i.e., intercept and slope values) to the grid 
points using the Inverse Distance Weight method, or IDW (Shepard 1968), where the values 
at unknown points are calculated with a weighted average based on the values at the known 
points (closer points are weighted higher than points that are farther away); and

3. correcting the raw RDPS data at each grid point using the linear regression parameters to 
generate corrected meteorological data.

Since the correlation values between the observed meteorological data and CaPA data were very low 
(< 0.1), the CaPA precipitation data were corrected using a different method, which involved:

1. computing the ratio values of the mean annual precipitation between the observed and raw 
CaPA data (at the closest CaPA grid point to the meteorological observation station);

2. interpolating the ratio values to the entire study region using the IDW approach; and
3. correcting the precipitation values at each grid point by multiplying the raw CaPA data  

by the interpolated ratio values from step 2.
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5.3 Model set-up and parameter definition
5.3.1 Delineating the basin
Determining the study basin’s physical attributes is important for characterization of land cover and 
drainage conditions, which in turn allows for the delineation of subbasins and hydrological response 
units (HRUs). The Environmental Systems Research Institute’s ArcGIS 10.1 software (ESRI 2011) was 
used to analyze the digital elevation model (DEM), hydrometry, soils and land cover data in order to  
determine the basin’s physical attributes. Data on elevation (Figure 5.5) and land cover (Figure 5.1) 
were collected from GeoBase (www.geobase.ca), which has a grid resolution of 20 km. Soil data 
were generated from the Harmonized World Soil Database Version 1.2 (Nachtergaele et al. 2012). 
The spatial resolution of the soil data was rather coarse and no detailed data were available for soil 
depths.

Figure 5.5 Spatial distribution of the Digital Elevation Model (DEM).

DEM data and Archydro software (ESRI 2011) were used to delineate the study basin into twenty 
subbasins (Figure 5.6), and to generate the routing sequence between the modeled subbasins and 
HRUs (Figure 5.7a and b). Each subbasin was divided into HRU classes based on land cover (Tables 
5.4 and 5.5), including ice/glacier, rock, exposed land, grassland, shrubland, coniferous forest, broad-
leaf forest, mixed forest, open water, and wetland. 
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Figure 5.6 Subbasin delineations and flow direction.

Each ice/glacier unit was further divided into nine elevation bands (Figure 5.8), in order to charac-
terize changing environmental conditions. The elevation bands were based on DEM data and were 
defined as 2,000–2,466 m; 1,750–2,000 m; 1,539–1,750 m; 1,398–1,539 m; 1,263–1,398 m; 1,129–
1,263 m; 996–1,129 m; 865–996 m; and 640–865 m. The grassland and rock HRUs were further 
subdivided by aspects (computed from the DEM data in ArcGIS) to represent north (0–180°), south 
(180–360°) and flat (0°) aspects. The National Hydro Network, accessed through Natural Resources 
Canada, was used to approximate the small and main river channel HRUs.
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Figure 5.7a Direction of flow for the modeled subbasins.

Figure 5.7b An example of flow direction for modeled HRUs in subbasin SPM1.
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Table 5.4 CRHM basin details: group and subbasin names, subbasin area, model structure and  
 associated HRUs and land-cover classification. 

Group 
name

Subbasin Model  
structure*

HRU numbers and associated land-cover classification**

Name Area
(km2)

A SPM1 526.5 G (1)LC2; (2)LC3; (3)LC4; (4)LC5; (5)LC6; (6)LC7; (7)LC8; (8)LC9; (9)
LC10; (10)LC15; (11)LC17; (12)LC21; (13)LC1; (14)LC24; (15)LC25

B SPM2 434.2 G (1)LC2; (2)LC3; (3)LC4; (4)LC5; (5)LC6; (6)LC7; (7)LC8; (8)LC9; (9)
LC15; (10)LC17; (11)LC21; (12)LC1; (13)LC24; (14)LC25

C SCB2 246.3 NG (1)LC15; (2)LC17; (3)LC16; (4)LC21; (5)LC23; (6)LC1; (7)LC24

D SCB3 645 NG (1)LC15; (2)LC17; (3)LC16; (4)LC21; (5)LC23; (6)LC1; (7)LC24

E SCB4 683.4 NG (1)LC15; (2)LC17; (3)LC16; (4)LC21; (5)LC23; (6)LC1; (7)LC24

F SCB5 1639 NG (1)LC15; (2)LC17; (3)LC16; (4)LC21; (5)LC23; (6)LC1; (7)LC24

G SCB6 2715 NG (1)LC3; (2)LC4; (3)LC5; (4)LC11; (5)LC15; (6)LC17; (7)LC16; (8)
LC21; (9)LC22; (10)LC23; (11)LC23; (12)LC1; (13)LC24

H SCB7 314.4 NG (1)LC2; (2)LC3; (3)LC4; (4)LC5; (5)LC6; (6)LC15; (7)LC17; (8)LC16; 
(9)LC21; (10)LC23; (11)LC1; (12)LC24; (13)LC25

i SCB8 816.7 G (1)LC2; (2)LC3; (3)LC4; (4)LC5; (5)LC6; (6)LC7; (7)LC8; (8)LC9; (9)
LC13; (10)LC14; (11)LC15; (12)LC19; (13)LC20; (14)LC16; (15)

LC21; (16)LC22; (17)LC23; (18)LC1; (19)LC24; (20)LC25

J SCB9 979.9 G (1)LC2; (2)LC3; (3)LC4; (4)LC5; (5)LC6; (6)LC7; (7)LC8; (8)LC13; 
(9)LC14; (10)LC15; (11)LC19; (12)LC20; (13)LC16; (14)LC21; (15)

LC22; (16)LC23; (17)LC1; (18)LC24; (19)LC25

K SCB10 220.7 G (1)LC3; (2)LC4; (3)LC5; (4)LC6; (5)LC7; (6)LC8; (7)LC13; (8)LC14; 
(9)LC15; (10)LC19; (11)LC20; (12)LC16; (13)LC21; (14)LC22; (15)

LC1; (16)LC24; (17)LC25

L SCB11 863 G (1)LC2; (2)LC3; (3)LC4; (4)LC13; (5)LC14; (6)LC15; (7)LC19; (8)
LC20; (9)LC16; (10)LC21; (11)LC22; (12)LC23; (13)LC1; (14)LC24; 

(15)LC25

M SCB12 1143 G (1)LC2; (2)LC3; (3)LC13; (4)LC14; (5)LC15; (6)LC19; (7)LC20; (8)
LC16; (9)LC21; (10)LC22; (11)LC23; (12)LC1; (13)LC24; (14)LC25

N SCB13 1252 G (1)LC2; (2)LC3; (3)LC4; (4)LC5; (5)LC6; (6)LC7; (7)LC13; (8)LC14; 
(9)LC15; (10)LC19; (11)LC20; (12)LC16; (13)LC21; (14)LC22; (15)

LC23; (16)LC1; (17)LC24; (18)LC25

O SCB14 339.5 G (1)LC2; (2)LC3; (3)LC4; (4)LC11; (5)LC15; (6)LC17; (7)LC16; (8)
LC21; (9)LC22; (10)LC23; (11)LC23; (12)LC1; (13)LC24; (14)LC25

P SCB15 1005 G (1)LC2; (2)LC3; (3)LC4; (4)LC5; (5)LC6; (6)LC13; (7)LC14; (8)LC15; 
(9)LC19; (10)LC20; (11)LC16; (12)LC21; (13)LC22; (14)LC23; (15)

LC1; (16)LC24; (17)LC25

Q SCB16 2159 G (1)LC3; (2)LC4; (3)LC11; (4)LC15; (5)LC17; (6)LC16; (7)LC21; (8)
LC22; (9)LC23; (10)LC23; (11)LC1; (12)LC24; (13)LC25
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R SCB17 1251 NG (1)LC15; (2)LC19; (3)LC20; (4)LC16; (5)LC21; (6)LC22; (7)LC23; (8)
LC23; (9)LC1; (10)LC24; (11)LC25

S SCB18 991.9 NG (1)LC15; (2)LC19; (3)LC20; (4)LC16; (5)LC21; (6)LC22; (7)LC23; (8)
LC23; (9)LC1; (10)LC24; (11)LC25

T SCB19 955.3 NG (1)LC15; (2)LC19; (3)LC20; (4)LC16; (5)LC21; (6)LC22; (7)LC23; (8)
LC1; (9)LC24; (10)LC25

U River flow 
estimates 

in each 
subbasin

— — (1) SPM1; (2)SPM2; (3)SCB2; (4)SCB3; (5)SCB4; (6)SCB5; (7)SCB6; 
(8)SCB7; (9)SCB8; (10)SCB9; (11)SCB10; (12)SCB11; (13)SCB12; 
(14)SCB13; (15)SCB14; (16)SCB15; (17)SCB16; (18)SCB17; (19)

SCB18; (20)SCB19

Note: *Model structure G used for glacierized and NG used for non-glacierized areas. 
**Refer to Table 5.5 for details on HRUs and classification names.

Table 5.5 Land cover (LC) numbers and their associated classifications.

LC no. LC classification LC no. LC classification

LC1 Open water LC14 Rock/rubble flat-facing

LC2 Ice/glacier (elevation band: 2,000–2,466 m) LC15 Exposed land

LC3 Ice/glacier (elevation band: 1,750–2,000 m) LC16 Shrubland

LC4 Ice/glacier (elevation band: 1,539–1,750 m) LC17 Grassland

LC5 Ice/glacier (elevation band: 1,398–1,539 m) LC18 Grassland north-facing

LC6 Ice/glacier (elevation band: 1,263–1,398 m) LC19 Grassland south-facing

LC7 Ice/glacier (elevation band: 1,129–1,263 m) LC20 Grassland flat-facing

LC8 Ice/glacier (elevation band: 996–1,129 m) LC21 Coniferous forest

LC9 Ice/glacier (elevation band: 865–996 m) LC22 Broadleaf forest

LC10 Ice/glacier (elevation band: 640–865 m) LC23 Mixed forest

LC11 Rock/rubble LC24 Small channel

LC12 Rock/rubble north-facing LC25 Main channel

LC13 Rock/rubble south-facing
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Figure 5.8 Elevation bands of the Llewellyn (dashed black-white lines) and Willison (dashed black- 
 yellow lines) glaciers used in CRHM; green dots are the locations of the ablation wires; and 
 red lines are the subbasin boundaries.

5.3.2 Determining model structure
Two model structures were assembled and applied to the subbasins in the model. They consist of a 
series of modules selected by the user to represent relevant hydrological processes. Development of 
the model structure was informed by the results from earlier CRHM modeling experiments  
performed on Wolf Creek (Pomeroy et al. 2010; Rasouli et al. 2014), a tributary of the upper Yukon 
River located within the study basin. The modules of each structure differed depending on the  
presence or absence of a glacier in the subbasin. 

The non-glacierized model structure (NG) was applied to the majority of the study basin, since the 
basin primarily consists of non-glacierized areas. The non-glacierized model structure consisted of 14  
different modules that represent the physical processes in non-glacierized areas (Figure 5.9). The 
glacierized model structure (G) was applied only to the glacierized areas; it also consisted of 14 
different modules that represent the physical processes in glacierized areas (Figure 5.10). Similar 
modules were applied for both model structures; however, the glacierized structure contained the 
winter_meltflag, Glacier2 and z_s and _rho modules to differentiate seasonal melts and calculate 
glacier mass balance and snow cover thickness, respectively (Table 5.6). These modules were not 
included in the non-glacierized model structure. The FrozenAyers, Longvt and SnobalCRHM modules 
were included exclusively in the non-glacierized model structure to estimate soil infiltration and  
calculate incoming long- and short-wave radiation and snowmelt, respectively (Table 5.6).
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Figure 5.9 CRHM structure for non-glacierized areas (model NG).
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Figure 5.10 CRHM structure for glacierized areas (model G).
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Table 5.6 Module names and definitions for non-glacierized (NG) and glacierized (G) model structures. 

Module name In NG In G Module definition

Albedo_
Richard 

yes yes computes snow cover albedo during summer and winter, and for the  
beginning and duration of the melt period (Essery 1997)

Annandale yes yes estimates sunshine hours from minimum and maximum daily temperature 
(Annandale et al. 2002)

Basin yes yes outlines the basic physical attributes of the basin study area, such as basin 
area, HRU area, latitude, elevation, ground slope (GSL) and aspect angle 
(ASL)

Evap yes yes computes daily evapotranspiration (Granger and Gray 1989; Granger and 
Pomeroy 1997) using interval values from after snowmelt to fall snow 
cover, depending on positive net radiation, wind speed, and temperature 
solved in an energy balance equation

FrozenAyers yes no estimates frozen soil infiltration using Zhao and Gray (1999) and unfrozen 
soil infiltration using Ayers (1959)

Glacier2 no yes calculates glacier net losses or gains (ice, firn, snowmelt, etc.) using energy 
and mass balance equations and assuming that glaciers are static ice  
masses that melt in place and decrease in volume over time, with no  
lateral movement of the frozen mass

Global yes yes calculates theoretical interval short-wave radiation, direct and diffuse solar 
radiation, and maximum sunshine hours based on latitude, elevation and 
slope and aspect, following Garnier and Ohmura (1970)

intcp yes yes computes summer and winter interception (i.e., net rain and snow)

Longvt yes no calculates incoming long-wave radiation using terrain view factor and 
short-wave radiation (Sicart et al. 2006)

Netall yes yes computes the net all-wave radiation from sunshine hours, temperature 
and humidity (Granger and Gray 1990)

noetroute yes yes estimates route runoff based on lag and route timing parameters (Clark 
1945)

Obs yes yes computes temperature, precipitation, relative humidity, evaporation 
and wind speed data from the observation input files for each HRU, with 
temperature lapse rate, area, elevation, and wind-induced under-catch 
parameters — this model uses an hourly time step interval for air  
temperature, wind speed and relative humidity, and a daily time step 
interval for precipitation

PbsmSnobal yes yes calculates snow transport and sublimation, including drift —the model has 
been extended to accommodate the transport of snow from HRUs with 
lesser to greater roughness, according to the fractions specified in the 
distribution parameter (Pomeroy and Li 2000)

Snobal-
CRHM 

yes no computes snowmelt using the energy balance of snow properties,  
measurement heights and depths, and energy exchanges (Gray and 
Landine 1987)
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Soil yes yes estimates soil moisture, depressional storage, and surface/subsurface and 
groundwater flows throughout the year (Leavesley et al. 1983; Pomeroy 
et al. 2007; Dornes et al. 2008; Fang et al. 2010 and 2013) —the top soil 
layer receives infiltration from depressional storage, snowmelt and rainfall, 
while the bottom layer receives percolation from lower-layer infiltration or 
directly from the surface through macropores; the hydraulic conductivity 
in the top soil layer is computed using Darcy’s equation and parameters for 
it are calculated using Brooks and Corey’s (1964) relationship

Winter_
meltflag 

no yes differentiates the major spring melt from the fall and late spring snow 
melts

Z_s and _rho no yes computes average snow cover density and total snow cover thickness

5.3.3 Glacier mass balance
Winter and summer glacier mass balances were based on the timing and magnitude of snowmelt/ice 
melt, according to Østrem and Brugman (1991) and Stahl and Moore (2006). The summer mass  
balance — bs (t,h), for a given year (t) at each HRU (h) — was calculated for the complete flow of 
snow melt off the glacier (Equation 5.1):

(5.1)

It was also calculated for the incomplete flow of snow melt off the glacier (Equation 5.2):

(5.2)

For both equations, SWE is snow water equivalent (m) and ∑ Mice (t,h) is the cumulative ice melt for 
the year until the beginning of continuous snow cover at each glacier HRU (m).

The winter mass balance — bw (t,h) — was computed as follows (Equation 5.3):

(5.3)

The net glacier mass balance — bn (t,h) — for a given year at each HRU is the sum of the summer 
and winter mass balance for each glacier HRU, per Equation 5.4:

(5.4)

The total glacier mass balance — MB (t,h) — for each HRU in a given year was calculated per  
Equation 5.5:

(5.5)

where A(h) is the area of each glacier HRU.
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al.	  2008;	  Fang	  et	  al.	  2010	  and	  2013)	  —this	  module	  consists	  
of	  two	  soil	  layers:	  the	  top	  layer	  receives	  infiltration	  from	  
depressional	  storage,	  snowmelt	  and	  rainfall,	  while	  the	  
bottom	  layer	  receives	  percolation	  from	  lower-‐layer	  
infiltration	  or	  directly	  from	  the	  surface	  through	  macropores;	  
the	  hydraulic	  conductivity	  in	  the	  top	  soil	  layer	  is	  computed	  
using	  Darcy’s	  equation	  and	  parameters	  for	  it	  are	  calculated	  
using	  Brooks	  and	  Corey’s	  (1964)	  relationship	  

Winter_meltflag	  	   no	   yes	   differentiates	  the	  major	  spring	  melt	  from	  the	  fall	  and	  late	  
spring	  snow	  melts	  

Z_s	  and	  _rho	  	   no	   yes	   computes	  the	  average	  snow	  cover	  density	  and	  total	  snow	  
cover	  thickness	  

	  

	  

5.3.3	   Glacier	  mass	  balance	  add	  equation	  numerals	  back	  in	  
Winter	  and	  summer	  glacier	  mass	  balances	  were	  based	  on	  the	  timing	  and	  magnitude	  of	  snowmelt/ice	  melt,	  
according	  to	  Østrem	  and	  Brugman	  (1991)	  and	  Stahl	  and	  Moore	  (2006).	  The	  summer	  mass	  balance	  —	  bs	  (t,h),	  for	  
a	  given	  year	  (t)	  at	  each	  HRU	  (h)—	  was	  calculated	  for	  the	  complete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  
5.1):	  	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ + 𝑀𝑀012(𝑡𝑡, ℎ)  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] = 	  0	  

It	  was	  also	  caculated	  for	  the	  incomplete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  5.2):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = min 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] > 	  0	  

For	  both	  equations,	  SWE	  is	  snow	  water	  equivalent	  and	   𝑀𝑀ice	  (t,h)	  is	  the	  cumulative	  ice	  melt	  for	  the	  year	  until	  
the	  beginning	  of	  continuous	  snow	  cover	  at	  each	  glacier	  HRU.	  

The	  winter	  mass	  balance	  —	  bw	  (t,h)	  —	  was	  computed	  as	  follows	  (Equation	  5.3):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ 	  

The	  net	  glacier	  mass	  balance	  —	  bn	  (t,h)	  —	  for	  a	  given	  year	  at	  each	  HRU	  is	  the	  sum	  of	  the	  summer	  and	  winter	  
mass	  balance	  for	  each	  glacier	  HRU,	  per	  Equation	  5.4:	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ + 𝑏𝑏𝑏𝑏(𝑡𝑡, ℎ)	  

The	  total	  glacier	  mass	  balance	  —	  MB	  (t,h)	  —	  for	  each	  HRU	  in	  a	  given	  year	  was	  calculated	  per	  Equation	  5.5:	  

𝑀𝑀𝑀𝑀(𝑡𝑡, ℎ) = 𝐴𝐴 ℎ . 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ 	  

where	  A(h)	  is	  the	  area	  of	  each	  glacier	  HRU.	  

5.3.4	   Estimating	  model	  parameters	  
Model	  parameters	  are	  the	  coefficients	  assigned	  in	  module	  equations	  to	  compute	  model	  outputs.	  They	  were	  
estimated	  from	  studies	  of	  the	  Wolf	  Creek	  basin	  (Pomeroy	  et	  al.	  2010;	  Rasouli	  et	  al.	  2014),	  field	  observations,	  
default	  values	  commonly	  used	  in	  hydrology	  that	  are	  available	  in	  CRHM	  (i.e.,	  hydraulic	  conductivity	  of	  different	  
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al.	  2008;	  Fang	  et	  al.	  2010	  and	  2013)	  —this	  module	  consists	  
of	  two	  soil	  layers:	  the	  top	  layer	  receives	  infiltration	  from	  
depressional	  storage,	  snowmelt	  and	  rainfall,	  while	  the	  
bottom	  layer	  receives	  percolation	  from	  lower-‐layer	  
infiltration	  or	  directly	  from	  the	  surface	  through	  macropores;	  
the	  hydraulic	  conductivity	  in	  the	  top	  soil	  layer	  is	  computed	  
using	  Darcy’s	  equation	  and	  parameters	  for	  it	  are	  calculated	  
using	  Brooks	  and	  Corey’s	  (1964)	  relationship	  

Winter_meltflag	  	   no	   yes	   differentiates	  the	  major	  spring	  melt	  from	  the	  fall	  and	  late	  
spring	  snow	  melts	  

Z_s	  and	  _rho	  	   no	   yes	   computes	  the	  average	  snow	  cover	  density	  and	  total	  snow	  
cover	  thickness	  

	  

	  

5.3.3	   Glacier	  mass	  balance	  add	  equation	  numerals	  back	  in	  
Winter	  and	  summer	  glacier	  mass	  balances	  were	  based	  on	  the	  timing	  and	  magnitude	  of	  snowmelt/ice	  melt,	  
according	  to	  Østrem	  and	  Brugman	  (1991)	  and	  Stahl	  and	  Moore	  (2006).	  The	  summer	  mass	  balance	  —	  bs	  (t,h),	  for	  
a	  given	  year	  (t)	  at	  each	  HRU	  (h)—	  was	  calculated	  for	  the	  complete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  
5.1):	  	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ + 𝑀𝑀012(𝑡𝑡, ℎ)  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] = 	  0	  

It	  was	  also	  caculated	  for	  the	  incomplete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  5.2):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = min 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] > 	  0	  

For	  both	  equations,	  SWE	  is	  snow	  water	  equivalent	  and	   𝑀𝑀ice	  (t,h)	  is	  the	  cumulative	  ice	  melt	  for	  the	  year	  until	  
the	  beginning	  of	  continuous	  snow	  cover	  at	  each	  glacier	  HRU.	  

The	  winter	  mass	  balance	  —	  bw	  (t,h)	  —	  was	  computed	  as	  follows	  (Equation	  5.3):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ 	  

The	  net	  glacier	  mass	  balance	  —	  bn	  (t,h)	  —	  for	  a	  given	  year	  at	  each	  HRU	  is	  the	  sum	  of	  the	  summer	  and	  winter	  
mass	  balance	  for	  each	  glacier	  HRU,	  per	  Equation	  5.4:	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ + 𝑏𝑏𝑏𝑏(𝑡𝑡, ℎ)	  

The	  total	  glacier	  mass	  balance	  —	  MB	  (t,h)	  —	  for	  each	  HRU	  in	  a	  given	  year	  was	  calculated	  per	  Equation	  5.5:	  

𝑀𝑀𝑀𝑀(𝑡𝑡, ℎ) = 𝐴𝐴 ℎ . 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ 	  

where	  A(h)	  is	  the	  area	  of	  each	  glacier	  HRU.	  

5.3.4	   Estimating	  model	  parameters	  
Model	  parameters	  are	  the	  coefficients	  assigned	  in	  module	  equations	  to	  compute	  model	  outputs.	  They	  were	  
estimated	  from	  studies	  of	  the	  Wolf	  Creek	  basin	  (Pomeroy	  et	  al.	  2010;	  Rasouli	  et	  al.	  2014),	  field	  observations,	  
default	  values	  commonly	  used	  in	  hydrology	  that	  are	  available	  in	  CRHM	  (i.e.,	  hydraulic	  conductivity	  of	  different	  
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al.	  2008;	  Fang	  et	  al.	  2010	  and	  2013)	  —this	  module	  consists	  
of	  two	  soil	  layers:	  the	  top	  layer	  receives	  infiltration	  from	  
depressional	  storage,	  snowmelt	  and	  rainfall,	  while	  the	  
bottom	  layer	  receives	  percolation	  from	  lower-‐layer	  
infiltration	  or	  directly	  from	  the	  surface	  through	  macropores;	  
the	  hydraulic	  conductivity	  in	  the	  top	  soil	  layer	  is	  computed	  
using	  Darcy’s	  equation	  and	  parameters	  for	  it	  are	  calculated	  
using	  Brooks	  and	  Corey’s	  (1964)	  relationship	  

Winter_meltflag	  	   no	   yes	   differentiates	  the	  major	  spring	  melt	  from	  the	  fall	  and	  late	  
spring	  snow	  melts	  

Z_s	  and	  _rho	  	   no	   yes	   computes	  the	  average	  snow	  cover	  density	  and	  total	  snow	  
cover	  thickness	  

	  

	  

5.3.3	   Glacier	  mass	  balance	  add	  equation	  numerals	  back	  in	  
Winter	  and	  summer	  glacier	  mass	  balances	  were	  based	  on	  the	  timing	  and	  magnitude	  of	  snowmelt/ice	  melt,	  
according	  to	  Østrem	  and	  Brugman	  (1991)	  and	  Stahl	  and	  Moore	  (2006).	  The	  summer	  mass	  balance	  —	  bs	  (t,h),	  for	  
a	  given	  year	  (t)	  at	  each	  HRU	  (h)—	  was	  calculated	  for	  the	  complete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  
5.1):	  	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ + 𝑀𝑀012(𝑡𝑡, ℎ)  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] = 	  0	  

It	  was	  also	  caculated	  for	  the	  incomplete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  5.2):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = min 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] > 	  0	  

For	  both	  equations,	  SWE	  is	  snow	  water	  equivalent	  and	   𝑀𝑀ice	  (t,h)	  is	  the	  cumulative	  ice	  melt	  for	  the	  year	  until	  
the	  beginning	  of	  continuous	  snow	  cover	  at	  each	  glacier	  HRU.	  

The	  winter	  mass	  balance	  —	  bw	  (t,h)	  —	  was	  computed	  as	  follows	  (Equation	  5.3):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ 	  

The	  net	  glacier	  mass	  balance	  —	  bn	  (t,h)	  —	  for	  a	  given	  year	  at	  each	  HRU	  is	  the	  sum	  of	  the	  summer	  and	  winter	  
mass	  balance	  for	  each	  glacier	  HRU,	  per	  Equation	  5.4:	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ + 𝑏𝑏𝑏𝑏(𝑡𝑡, ℎ)	  

The	  total	  glacier	  mass	  balance	  —	  MB	  (t,h)	  —	  for	  each	  HRU	  in	  a	  given	  year	  was	  calculated	  per	  Equation	  5.5:	  

𝑀𝑀𝑀𝑀(𝑡𝑡, ℎ) = 𝐴𝐴 ℎ . 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ 	  

where	  A(h)	  is	  the	  area	  of	  each	  glacier	  HRU.	  

5.3.4	   Estimating	  model	  parameters	  
Model	  parameters	  are	  the	  coefficients	  assigned	  in	  module	  equations	  to	  compute	  model	  outputs.	  They	  were	  
estimated	  from	  studies	  of	  the	  Wolf	  Creek	  basin	  (Pomeroy	  et	  al.	  2010;	  Rasouli	  et	  al.	  2014),	  field	  observations,	  
default	  values	  commonly	  used	  in	  hydrology	  that	  are	  available	  in	  CRHM	  (i.e.,	  hydraulic	  conductivity	  of	  different	  
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al.	  2008;	  Fang	  et	  al.	  2010	  and	  2013)	  —this	  module	  consists	  
of	  two	  soil	  layers:	  the	  top	  layer	  receives	  infiltration	  from	  
depressional	  storage,	  snowmelt	  and	  rainfall,	  while	  the	  
bottom	  layer	  receives	  percolation	  from	  lower-‐layer	  
infiltration	  or	  directly	  from	  the	  surface	  through	  macropores;	  
the	  hydraulic	  conductivity	  in	  the	  top	  soil	  layer	  is	  computed	  
using	  Darcy’s	  equation	  and	  parameters	  for	  it	  are	  calculated	  
using	  Brooks	  and	  Corey’s	  (1964)	  relationship	  

Winter_meltflag	  	   no	   yes	   differentiates	  the	  major	  spring	  melt	  from	  the	  fall	  and	  late	  
spring	  snow	  melts	  

Z_s	  and	  _rho	  	   no	   yes	   computes	  the	  average	  snow	  cover	  density	  and	  total	  snow	  
cover	  thickness	  

	  

	  

5.3.3	   Glacier	  mass	  balance	  add	  equation	  numerals	  back	  in	  
Winter	  and	  summer	  glacier	  mass	  balances	  were	  based	  on	  the	  timing	  and	  magnitude	  of	  snowmelt/ice	  melt,	  
according	  to	  Østrem	  and	  Brugman	  (1991)	  and	  Stahl	  and	  Moore	  (2006).	  The	  summer	  mass	  balance	  —	  bs	  (t,h),	  for	  
a	  given	  year	  (t)	  at	  each	  HRU	  (h)—	  was	  calculated	  for	  the	  complete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  
5.1):	  	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ + 𝑀𝑀012(𝑡𝑡, ℎ)  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] = 	  0	  

It	  was	  also	  caculated	  for	  the	  incomplete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  5.2):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = min 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] > 	  0	  

For	  both	  equations,	  SWE	  is	  snow	  water	  equivalent	  and	   𝑀𝑀ice	  (t,h)	  is	  the	  cumulative	  ice	  melt	  for	  the	  year	  until	  
the	  beginning	  of	  continuous	  snow	  cover	  at	  each	  glacier	  HRU.	  

The	  winter	  mass	  balance	  —	  bw	  (t,h)	  —	  was	  computed	  as	  follows	  (Equation	  5.3):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ 	  

The	  net	  glacier	  mass	  balance	  —	  bn	  (t,h)	  —	  for	  a	  given	  year	  at	  each	  HRU	  is	  the	  sum	  of	  the	  summer	  and	  winter	  
mass	  balance	  for	  each	  glacier	  HRU,	  per	  Equation	  5.4:	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ + 𝑏𝑏𝑏𝑏(𝑡𝑡, ℎ)	  

The	  total	  glacier	  mass	  balance	  —	  MB	  (t,h)	  —	  for	  each	  HRU	  in	  a	  given	  year	  was	  calculated	  per	  Equation	  5.5:	  

𝑀𝑀𝑀𝑀(𝑡𝑡, ℎ) = 𝐴𝐴 ℎ . 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ 	  

where	  A(h)	  is	  the	  area	  of	  each	  glacier	  HRU.	  

5.3.4	   Estimating	  model	  parameters	  
Model	  parameters	  are	  the	  coefficients	  assigned	  in	  module	  equations	  to	  compute	  model	  outputs.	  They	  were	  
estimated	  from	  studies	  of	  the	  Wolf	  Creek	  basin	  (Pomeroy	  et	  al.	  2010;	  Rasouli	  et	  al.	  2014),	  field	  observations,	  
default	  values	  commonly	  used	  in	  hydrology	  that	  are	  available	  in	  CRHM	  (i.e.,	  hydraulic	  conductivity	  of	  different	  
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al.	  2008;	  Fang	  et	  al.	  2010	  and	  2013)	  —this	  module	  consists	  
of	  two	  soil	  layers:	  the	  top	  layer	  receives	  infiltration	  from	  
depressional	  storage,	  snowmelt	  and	  rainfall,	  while	  the	  
bottom	  layer	  receives	  percolation	  from	  lower-‐layer	  
infiltration	  or	  directly	  from	  the	  surface	  through	  macropores;	  
the	  hydraulic	  conductivity	  in	  the	  top	  soil	  layer	  is	  computed	  
using	  Darcy’s	  equation	  and	  parameters	  for	  it	  are	  calculated	  
using	  Brooks	  and	  Corey’s	  (1964)	  relationship	  

Winter_meltflag	  	   no	   yes	   differentiates	  the	  major	  spring	  melt	  from	  the	  fall	  and	  late	  
spring	  snow	  melts	  

Z_s	  and	  _rho	  	   no	   yes	   computes	  the	  average	  snow	  cover	  density	  and	  total	  snow	  
cover	  thickness	  

	  

	  

5.3.3	   Glacier	  mass	  balance	  add	  equation	  numerals	  back	  in	  
Winter	  and	  summer	  glacier	  mass	  balances	  were	  based	  on	  the	  timing	  and	  magnitude	  of	  snowmelt/ice	  melt,	  
according	  to	  Østrem	  and	  Brugman	  (1991)	  and	  Stahl	  and	  Moore	  (2006).	  The	  summer	  mass	  balance	  —	  bs	  (t,h),	  for	  
a	  given	  year	  (t)	  at	  each	  HRU	  (h)—	  was	  calculated	  for	  the	  complete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  
5.1):	  	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ + 𝑀𝑀012(𝑡𝑡, ℎ)  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] = 	  0	  

It	  was	  also	  caculated	  for	  the	  incomplete	  flow	  of	  snow	  melt	  off	  the	  glacier	  (Equation	  5.2):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = min 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ − max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ  
if min[ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡, ℎ)] > 	  0	  

For	  both	  equations,	  SWE	  is	  snow	  water	  equivalent	  and	   𝑀𝑀ice	  (t,h)	  is	  the	  cumulative	  ice	  melt	  for	  the	  year	  until	  
the	  beginning	  of	  continuous	  snow	  cover	  at	  each	  glacier	  HRU.	  

The	  winter	  mass	  balance	  —	  bw	  (t,h)	  —	  was	  computed	  as	  follows	  (Equation	  5.3):	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = max 𝑆𝑆𝑆𝑆𝑆𝑆 𝑡𝑡, ℎ 	  

The	  net	  glacier	  mass	  balance	  —	  bn	  (t,h)	  —	  for	  a	  given	  year	  at	  each	  HRU	  is	  the	  sum	  of	  the	  summer	  and	  winter	  
mass	  balance	  for	  each	  glacier	  HRU,	  per	  Equation	  5.4:	  

𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ = 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ + 𝑏𝑏𝑏𝑏(𝑡𝑡, ℎ)	  

The	  total	  glacier	  mass	  balance	  —	  MB	  (t,h)	  —	  for	  each	  HRU	  in	  a	  given	  year	  was	  calculated	  per	  Equation	  5.5:	  

𝑀𝑀𝑀𝑀(𝑡𝑡, ℎ) = 𝐴𝐴 ℎ . 𝑏𝑏𝑏𝑏 𝑡𝑡, ℎ 	  

where	  A(h)	  is	  the	  area	  of	  each	  glacier	  HRU.	  

5.3.4	   Estimating	  model	  parameters	  
Model	  parameters	  are	  the	  coefficients	  assigned	  in	  module	  equations	  to	  compute	  model	  outputs.	  They	  were	  
estimated	  from	  studies	  of	  the	  Wolf	  Creek	  basin	  (Pomeroy	  et	  al.	  2010;	  Rasouli	  et	  al.	  2014),	  field	  observations,	  
default	  values	  commonly	  used	  in	  hydrology	  that	  are	  available	  in	  CRHM	  (i.e.,	  hydraulic	  conductivity	  of	  different	  
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5.3.4 Estimating model parameters
Model parameters are the coefficients assigned in module equations to compute model outputs. 
They were estimated from studies of the Wolf Creek basin (Pomeroy et al. 2010; Rasouli et al. 2014), 
field observations, default values commonly used in hydrology that are available in CRHM  
(i.e., hydraulic conductivity of different soil types) and literature review. Parameters that strongly 
effect flow variability and snowmelt/ice melt are listed in Table 5.7.

Table 5.7 Calibrated and non-calibrated CRHM parameters used in this study that strongly influence 
 flow variability and snowmelt/ice melt. 

Model parameter Description Unit Range of 
values

C or 
NC

a1 Albedo decay time constant for cold snow s 1.08E7 NC

a2 Albedo decay time constant for melting snow s 7.2E5 NC

Albedo_Bare Initial albedo for bare ground NA 0.05 – 0.2 NC

Albedo_Snow Initial albedo for snow cover NA 0.8 NC

amax Maximum albedo for fresh snow NA 0.84 NC

amin Minimum albedo for aged snow NA 0.5 NC

A_S Stalk diameter m 0.003-0.8 NC

distrib Distribution fraction NA 1-10 NC

fetch Fetch distance m 300-1000 NC

F_Qg Fraction to ground flux NA 0.05 NC

gwKstorage groundwater storage constant d 0-100 C

gwLag groundwater lag delay h 0-500 C

gw_K Daily ground water drainage from groundwater 
reservoir

mm/d 0-50 C

Ht Vegetation height m 0.001-0.7 NC

iceLag ice melt lag delay h 0-200 C

icestorage ice melt storage constant d 0-100 C

ice_Albedo Initial glacier ice albedo NA 0.2 NC

ice_to_infil_K Daily ratio of ice melt to infiltration NA 0-1 C

krs Location index (interior or coastal) NA 0.16-0.19 NC

Kstorage Aggregated storage constant d 0-80 C

Lag Aggregated lag delay h 0-50 C

lapse_rate Temperature lapse rate °C/100m 0.65 NC

lower_ssr_K Daily subsurface drainage from soil column mm/d 0–100 C

N_S Vegetation number density 1/m2 1–10 NC

rain_to_infil_K Daily fraction of rainfall to infiltration NA 0-1 C
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rechr_ssr_K Daily subsurface drainage from recharge mm/d 0-50 C

rs Stomatal resistance d/m 0 NC

runKstorage Runoff storage constant d 0-80 C

runLag Runoff lag delay h 0-150 C

smin Minimum snowfall to refresh snow albedo mm/h 10 NC

soil_withdrawal Water withdrawal function for soil type  
(sand/loam/clay/organic)

NA 1-2 NC

ssrKstorage Subsurface runoff storage constant d 0-100 C

ssrLag Subsurface runoff lag delay h 0-200 C

SWEAA Annual mean accumulation of glacier SWE mm/yr 0.3 NC

SWElag Snowmelt lag delay h 0-100 C

SWEstorage Snowmelt storage constant d 0-200 C

SWE_to_infil_K Daily fraction of snow melt to infiltration NA 0-1 C

TKMA Annual mean temperature of glacier °C –20 NC

Zwind Wind measurement height m 2 NC

Note: C = calibrated ; NC = non-calibrated

Parameters that were not measured by any previous studies were calibrated. These included routing 
and lag parameters for soil, river and glaciers, and river channels and glaciers between subbasins 
and HRUs, as well as surface depressional storage parameters and subsurface drainage factors. Due 
to limited information about subsurface flow over thawing frozen soils, subsurface drainage factors 
were calibrated from observed streamflow. These calibrated parameters were optimized using the 
dynamically dimensioned search (DDS) approach (Tolson and Shoemaker 2007) available in the  
OSTRICH software toolkit (Matott 2007). The DDS approach finds optimum solutions from a set  
number of model evaluation runs:

• DDS performs a global search of the parameter set;
• the approach seeks optimum local solutions as a function of iteration number and the  

user-specified maximum number of function evaluations; and
• DDS optimizes the parameters within the set of possible model parameter ranges.  

The transition from global to local search is performed dynamically by reducing the size  
of the dimensions of the tuning model parameters.

5.4 Model evaluation and results
5.4.1 Model evaluation
This section evaluates CRHM, particularly modeled flow, SWE variation, glacier mass balance and  
glacier discharge in comparison to observation data, satellite imagery, DETIM, and results from  
previous studies (such as unpublished data from the Juneau Icefield Research Program).  

CRHM was used to simulate hydrology from May 1, 2006 to December 31, 2013. The period between 
May 1 and December 31, 2006 was used to warm up the model; model evaluation was performed 
using data that extended from January 1, 2007 to December 31, 2013. Three calibration-validation 
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Table 5.7 (continued)



schemes were performed to evaluate the sensitivity of the calibrated parameters on modeled flow
performances::

• the model was run for 2006–10 for calibration and 2010–13 for validation;
• the model was run for 2010–13 for calibration and 2006–10 for validation; and
• the entire 2006–13 data period was used to obtain the optimized model parameters.

The calibration-validation schemes were evaluated on the basis of the Nash-Sutcliffe Efficiency, or 
NSE (Equation 5.6; Nash and Sutcliffe 1970):

(5.6)

They were also evaluated on the basis of root-mean-square error, or RMSE (Equation 5.7; Hyndman 
and Koehler 2006):

(5.7)

In equations 5.6 and 5.7 Qobs and Qsim are the observed and simulated values of either flows or SWEs, 
respectively, and Qobs is the average of Qobs values over N number of data points of the study period.

No major differences were observed between the NSE and RMSE values associated with the three 
calibration-validation schemes (Table 5.8); thus, there were no significant differences in flow model 
performance among the three schemes. For this reason, and since the third option provided the  
longest time period, the results of the third option were used for the analysis discussed in Section 
5.4.

Non-glacierized areas within a subbasin were evaluated based on NSE and RMSE: the modeled flow 
performances were evaluated using NSE and RMSE criteria and the modeled SWE performances 
were evaluated using RMSE criteria. Glacierized areas within a subbasin were evaluated through 
rates of snowmelt/ice melt and surface elevation changes and by comparing glacier mass balance 
based on satellite imagery and the Distributed Temperature index Model, or DETiM (Hock and  
Tijm-Reijmer 2013). The main reason to compare DETIM, CRHM and satellite imagery was to observe 
the relative location of a glacier’s Equilibrium Line Altitude (ELA).

DETIM was applied to estimate summer and winter glacier mass balance and thus to observe the  
relative location of ELA. DETIM was formulated based on the premise of a high correlation between 
air temperature and melt (Hock 2003; Hock and Tijm-Reijmer 2013). The simplest variant of DETIM 
was used in this study; it is the degree-day approach, which requires minimal input data. Other  
variants that require additional data, such as clear-sky direct radiation and global radiation, were not  
available for the entire study period (2006–13), which means that further data processing would 
be required for the other variants of DETIM to be applied. Even though the degree-day approach is 
simple, it can effectively capture glacier mass balance through correlating air temperature and melt 
(Hock 2003).

 Evaluating climatE changE impacts on thE uppEr Yukon rivEr basin

54

Section	  5–	  Hydrosecurity	  Report	  from	  Randall	  Nov.	  1;	  edited	  by	  PH;	  back	  from	  Randal	  Nov	  8;	  re-‐edited	  by	  PH	  Nov	  9	  

Page	  12	  of	  23	  
	  

ssrKstorage	   Subsurface	  runoff	  storage	  constant	   d	   0-‐100	   C	  
ssrLag	   Subsurface	  runoff	  lag	  delay	   h	   0-‐200	   C	  

SWEAA	   Annual	  mean	  accumulation	  of	  glacier	  
SWE	   mm/yr	   0.3	   NC	  

SWElag	   Snowmelt	  lag	  delay	   h	   0-‐100	   C	  
SWEstorage	   Snowmelt	  storage	  constant	   d	   0-‐200	   C	  

SWE_to_infil_K	   Daily	  fraction	  of	  snow	  melt	  to	  
infiltration	   NA	   0-‐1	   C	  

TKMA	   Annual	  mean	  annual	  temperature	  of	  
glacier	   0C	   -‐20	   NC	  

Zwind	   Wind	  measurement	  height	   m	   2	   NC	  
	  

Parameters	  that	  were	  not	  measured	  by	  any	  previous	  studies	  were	  calibrated.	  These	  included	  routing	  and	  lag	  
parameters	  for	  soil,	  river	  and	  glaciers,	  and	  river	  channels	  and	  glaciers	  between	  subbasins	  and	  HRUs,	  as	  well	  as	  
surface	  depressional	  storage	  parameters	  and	  subsurface	  drainage	  factors.	  Due	  to	  limited	  information	  about	  
subsurface	  flow	  over	  thawing	  frozen	  soils,	  subsurface	  drainage	  factors	  were	  calibrated	  from	  observed	  
streamflow.	  These	  calibrated	  parameters	  were	  optimized	  using	  the	  dynamically	  dimensioned	  search	  (DDS)	  
approach	  (Tolson	  and	  Shoemaker	  2007)	  available	  in	  the	  OSTRICH	  software	  toolkit	  (Matott	  2007).	  The	  DDS	  
approach	  finds	  optimum	  solutions	  from	  a	  set	  number	  of	  model	  evaluation	  runs:	  

1.   DDS	  performs	  a	  global	  search	  of	  the	  parameter	  set;	  
2.   the	  approach	  seeks	  optimum	  local	  solutions	  as	  a	  function	  of	  iteration	  number	  and	  the	  user-‐specified	  

maximum	  number	  of	  function	  evaluations;	  and	  
3.   DDS	  optimizes	  the	  parameters	  within	  the	  set	  of	  possible	  model	  parameter	  ranges.	  The	  transition	  from	  

global	  to	  local	  search	  is	  performed	  dynamically	  by	  reducing	  the	  size	  of	  the	  dimensions	  of	  the	  tuning	  
model	  parameters.	  

5.3.5	   Model	  evaluation	  
CRHM	  was	  used	  to	  simulate	  hydrology	  from	  May	  1,	  2006	  to	  December	  31,	  2013.	  The	  period	  between	  May	  1	  and	  
December	  31,	  2006	  was	  used	  to	  try	  out	  the	  model;	  model	  evaluation	  was	  performed	  using	  data	  that	  extended	  
from	  January	  1,	  2007	  to	  December	  31,	  2013.	  Three	  calibration-‐validation	  schemes	  were	  performed	  to	  evaluate	  
the	  sensitivity	  of	  the	  calibrated	  parameters	  on	  modeled	  flow	  performances:	  

1.   the	  model	  was	  run	  for	  the	  2006–10	  period	  for	  calibration	  and	  the	  2010–13	  period	  for	  validation;	  
2.   the	  model	  was	  run	  for	  the	  2010–13	  period	  for	  calibration	  and	  the	  2006–10	  period	  for	  validation;	  and	  
3.   the	  entire	  2006–13	  data	  period	  was	  used	  to	  obtain	  the	  optimized	  model	  parameters.	  

The	  calibration-‐validation	  schemes	  were	  evaluated	  on	  the	  basis	  of	  the	  Nash-‐Sutcliffe	  Efficiency,	  or	  NSE	  (Equation	  
5.6;	  Nash	  and	  Sutcliffe	  1970):	  
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They	  were	  also	  evaluated	  on	  the	  basis	  of	  root-‐mean-‐square	  error,	  or	  RMSE	  (Equation	  5.7;	  Hyndman	  and	  Koehler	  
2006):	  
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In	  equations	  5.6	  and	  5.7	  Qobs	  and	  Qsim	  are	  the	  observed	  and	  simulated	  values	  of	  either	  flows	  or	  SWEs,	  
respectively,	  and	  Qobs	  is	  the	  average	  of	  Qobs	  values	  over	  N	  number	  of	  data	  points	  of	  the	  study	  period.	  

No	  major	  differences	  were	  observed	  between	  the	  NSE	  and	  RMSE	  values	  associated	  with	  the	  three	  calibration-‐
validation	  schemes	  (Table	  5.8);	  thus,	  there	  were	  no	  significant	  differences	  in	  flow	  model	  performance	  among	  
the	  three	  schemes.	  For	  this	  reason,	  and	  since	  the	  third	  option	  provided	  the	  longest	  time	  period,	  the	  results	  of	  
the	  third	  option	  were	  used	  for	  the	  analysis	  discussed	  in	  Section	  5.4.	  

Table	  5.8	   Nash-‐Sutcliffe	  Efficiency	  (NSE)	  and	  root-‐mean-‐square	  error	  (RMSE)	  values	  for	  model	  calibration	  
and	  validation	  for	  the	  four	  hydrometric	  station	  subbasins	  and	  the	  three	  calibration-‐validation	  schemes.	  	  

	  
Calibration-‐validation	  scheme	   Subbasin	  

NSE	   RMSE	  (m3/s)	  

Cal	   Val	   Cal	   Val	  
1	   2006–10	  used	  for	  calibration	  and	  2010–13	  

used	  for	  validation	  
Wheaton	  River	  	  

(SCB11)	   0.82	   0.73	   4.6	   5.5	  

Tutshi	  River	  
(SCB15)	   0.94	   0.78	   4.0	   8.6	  

Atlin	  River	  	  
(SCB6)	   0.91	   0.84	   24.5	   32.8	  

Yukon	  River	  at	  Whitehorse	  	  
(SCB19)	   0.90	   0.77	   44.7	   69.5	  

2	   2010–13	  used	  for	  calibration	  and	  2006–10	  
used	  for	  validation	  

Wheaton	  	  
(SCB11)	   0.61	   0.80	   6.7	   4.7	  

Tutshi	  	  
(SCB15)	   0.83	   0.88	   7.0	   6.4	  

Atlin	  Lake	  	  
(SCB6)	   0.91	   0.86	   24.0	   30.6	  

Yukon	  River	  at	  Whitehorse	  	  
(SCB19)	   0.87	   0.80	   50.1	   64.6	  

3	   2006–13	  used	  for	  calibration	  (no	  validation	  
scheme	  was	  performed)	  

Wheaton	  	  
(SCB11)	   0.74	  

N/A	  

5.4	  

N/A	  

Tutshi	  	  
(SCB15)	   0.88	   6.2	  

Atlin	  Lake	  	  
(SCB6)	   0.90	   26.0	  

Yukon	  River	  at	  Whitehorse	  	  
(SCB19)	   0.87	   51.9	  

	  



Table 5.8 Nash-Sutcliffe Efficiency (NSE) and root-mean-square error (RMSE) values for the three 
 calibration-validation schemes and four hydrometric stations. 

Calibration-validation scheme Subbasin NSE RMSE (m3/s)

No. Name Cal Val Cal Val

2006–10 used for calibration  
and 2010–13 used for  
validation

SCB11 Wheaton River 0.82 0.73 4.6 5.5

SCB15 Tutshi River 0.94 0.78 4.0 8.6

SCB6 Atlin River 0.91 0.84 24.5 32.8

SCB19 Yukon River at Whitehorse 0.90 0.77 44.7 69.5

2010–13 used for calibration  
and 2006–10 used for  
validation

SCB11 Wheaton River 0.61 0.80 6.7 4.7

SCB15 Tutshi River 0.83 0.88 7.0 6.4

SCB6 Atlin River 0.91 0.86 24.0 30.6

SCB19 Yukon River at Whitehorse 0.87 0.80 50.1 64.6

2006–13 used for calibration  
(no validation scheme was 
performed)

SCB11 Wheaton River 0.74 N/A 5.4 N/A

SCB15 Tutshi River 0.88 6.2

SCB6 Atlin River 0.90 26.0

SCB19 Yukon River at Whitehorse 0.87 51.9

The most important formulation to calculate the simple degree-day approach used in DETIM is  
computing the daily melt (M) of ice and snow, which is a function of positive degree-day factors 
(DDFs) of ice and snow, as described in Equation 5.8:

(5.8)

where Td is daily mean air temperature (expressed in degrees above 0°C; temperatures below 0°C 
are assigned values of 0, and DDFs and DDFi are DDFs of snow and ice, respectively).

In this study, the DDF of snow was estimated from ablation wire observations and determined using 
those days during the observation period when the mean daily temperature was above 0°C (tem-
peratures were measured at the Upper Llewellyn meteorological station). The estimated DDF snow 
parameter, estimated from the ablation wires installed in the accumulation zone (i.e., ablation wire 
1; see Table 5.9), was approximately 3.5 mm water equivalent (w.e.)/°C/day. Unfortunately, not 
enough observation data was available, particularly at the lower elevations, to estimate the DDF 
of ice. The DDF ice parameter was taken from Braithwaite (1995), which lists the DDFs for various 
glaciers, including those in arctic Canada; it was 5.5 mm w.e./°C/day). This value is similar to the 
average DDF of ice estimated from the ablation wires in the ablation zone (ablation wires 3, 4 and 5; 
Table 5.9) for July 31–August 10 (all snow was assumed to have melted during this period).

Other data required to run the DETIM were lapse rate, DEM, aspects, slope and initial snow cover. 
The lapse rate value used in the simulation was 6.5°C/km, based on data obtained from the Upper 
and Lower Llewellyn meteorological stations. Since the simulation started in August the initial snow 
cover was assumed to be zero for the entire study area. The same DEM, aspect and slope angle data 
used to simulate CRHM were applied to DETiM.
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Models	  were	  also	  evaluated	  at	  specific	  locations	  where	  hydrometric	  and	  SWE	  data	  records	  were	  available.	  Non-‐
glacierized	  areas	  within	  a	  subbasin	  were	  evaluated	  based	  on	  NSE	  and	  RMSE:	  the	  modeled	  flow	  performances	  
were	  evaluated	  using	  NSE	  and	  RMSE	  criteria	  and	  the	  modeled	  SWE	  performances	  were	  evaluated	  using	  RMSE	  
criteria.	  Glacierized	  areas	  within	  a	  subbasin	  were	  evaluated	  through	  rates	  of	  snowmelt/ice	  melt	  and	  surface	  
elevation	  changes	  and	  by	  comparing	  glacier	  mass	  balance	  based	  on	  satellite	  imagery	  and	  the	  Distributed	  
Temperature	  Index	  Model,	  or	  DETIM	  (Hock	  and	  Tijm-‐Reijmer	  2013).	  The	  main	  reason	  to	  compare	  DETIM,	  CRHM	  
and	  satellite	  imagery	  was	  to	  observe	  the	  relative	  location	  of	  a	  glacier’s	  Equilibrium	  Line	  Altitude	  (ELA).	  

DETIM	  was	  applied	  to	  estimate	  summer	  and	  winter	  glacier	  mass	  balance	  and	  thus	  to	  observe	  the	  relative	  
location	  of	  ELA.	  DETIM	  was	  formulated	  based	  on	  the	  premise	  of	  a	  high	  correlation	  between	  air	  temperature	  and	  
melt	  (Hock	  2003;	  Hock	  and	  Tijm-‐Reijmer	  2013).	  The	  simplest	  variant	  of	  DETIM	  was	  used	  in	  this	  study;	  it	  is	  the	  
degree-‐day	  approach,	  which	  requires	  minimal	  input	  data.	  Other	  variants	  that	  require	  additional	  data,	  such	  as	  
clear-‐sky	  direct	  radiation	  and	  global	  radiation,	  were	  not	  available	  for	  the	  entire	  study	  period	  (2006–13)	  and	  so	  
could	  not	  be	  used	  here.	  Even	  though	  the	  degree-‐day	  approach	  is	  simple,	  it	  can	  effectively	  capture	  glacier	  mass	  
balance	  through	  correlating	  air	  temperature	  and	  melt	  (Hock	  2003).	  The	  most	  important	  formulation	  to	  calculate	  
the	  simple	  degree-‐day	  approach	  is	  computing	  the	  daily	  melt	  (M)	  of	  ice	  and	  snow,	  which	  is	  a	  function	  of	  degree-‐
day	  factors	  (DDFs)	  of	  ice	  and	  snow,	  as	  described	  in	  Equation	  5.8:	  

𝑀𝑀 =
𝐷𝐷𝐷𝐷𝐹𝐹D
𝐷𝐷𝐷𝐷𝐹𝐹0

	  𝑇𝑇F 	  

where	  Td	  is	  daily	  mean	  air	  temperature	  and	  DDFs	  and	  DDFi	  are	  DDFs	  of	  snow	  and	  ice,	  respectively.	  

In	  this	  study,	  the	  DDF	  of	  snow	  was	  estimated	  from	  ablation	  wire	  observations	  and	  determined	  using	  those	  days	  
during	  the	  observation	  period	  where	  the	  mean	  daily	  temperature	  was	  above	  0°C	  (temperatures	  were	  measured	  
at	  the	  Upper	  Llewellyn	  meteorological	  station).	  The	  estimated	  DDF	  snow	  parameter	  was	  approximately	  3.5	  mm	  
water	  equivalent	  (w.e.)/°C/day;	  the	  estimated	  DDF	  ice	  parameter	  was	  5.5	  mm	  w.e./°C/day;	  this	  was	  based	  on	  
Braithwaite	  (1995),	  which	  lists	  the	  DDFs	  for	  various	  glaciers,	  including	  those	  in	  arctic	  Canada.	  

Other	  data	  required	  to	  run	  the	  DETIM	  were	  lapse	  rate,	  DEM,	  aspects,	  slope	  and	  initial	  snow	  cover.	  The	  lapse	  rate	  
value	  used	  in	  the	  simulation	  was	  6.5°C/km,	  based	  on	  data	  obtained	  from	  the	  Upper	  and	  Lower	  Llewellyn	  
meteorological	  stations.	  Since	  the	  simulation	  started	  in	  August	  the	  initial	  snow	  cover	  was	  assumed	  to	  be	  zero	  for	  
the	  entire	  study	  area.	  The	  same	  DEM,	  aspect	  and	  slope	  angle	  data	  used	  to	  simulate	  CRHM	  were	  applied	  to	  
DETIM.	  

5.4	   Model	  results	  

This	  section	  evaluates	  CRHM,	  particularly	  modeled	  flow,	  SWE	  variation,	  glacier	  mass	  balance	  and	  glacier	  
discharge	  in	  comparison	  to	  observation	  data,	  satellite	  imagery,	  DETIM,	  and	  results	  from	  previous	  studies	  (such	  
as	  unpublished	  data	  from	  the	  Juneau	  Icefield	  Research	  Program).	  

5.4.1	   Flow	  variation	  

A	  comparison	  of	  modeled	  versus	  observed	  flows	  from	  the	  four	  hydrometric	  stations	  indicates	  that	  CRHM	  was	  
able	  to	  accurately	  capture	  observed	  flows	  in	  the	  four	  gauged	  subbasins,	  including	  seasonal	  variations	  of	  higher	  
summer	  flows	  and	  lower	  winter	  flows	  (Figure	  5.11a–d).	  Slightly	  less	  accurate	  model	  performance	  during	  2012–
13	  can	  be	  attributed	  to	  the	  installation	  of	  new	  meteorological	  stations,	  along	  with	  the	  closure	  of	  some	  existing	  
stations	  that	  had	  provided	  robust	  long-‐term	  data.	  



5.4.2 Flow variation
A comparison of modeled versus observed flows from the four hydrometric stations indicates that 
CRHM was able to accurately capture observed flows in the four gauged locations, including  
seasonal variations of higher summer flows and lower winter flows (Figure 5.11a–d). Slightly  
less accurate model performance during 2012–13 can be attributed to the installation of new  
meteorological stations, along with the closure of some existing stations that had provided robust 
long-term data.

Figure 5.11a Atlin River (SCB6): modeled versus 
 observed flow, 2007–13.

Figure 5.11b Wheaton River (SCB11): modeled  
 versus observed flow, 2007–13.

Figure 5.11c Tutshi River (SCB15): modeled  
 versus observed flow, 2007–13.

Figure 5.11d Yukon River at Whitehorse outlet 
 (SCB19): modeled versus observed  
 flow, 2007–13.
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Climate variability related to topography and land cover among the subbasin locations was found 
to strongly influence flow. Faster flow-recession curves were produced in the western subbasins, 
Wheaton (SCB11) and Tutshi (SCB15), than in the other gauged subbasins; e.g., Atlin River (SCB6) and 
Yukon River at Whitehorse (SCB19); see Figure 5.11a–d. This can be attributed to higher elevation, 
steeper slopes (Figure 5.12), a smaller number of water/lake areas, and generally higher precipita-
tion (Figure 5.13) and SWE, which are a result of shorter vegetation land cover (see Section 5.4.3).

Figure 5.12 Slope (in degrees) for the upper Yukon River basin.

Flow outputs were estimated by CRHM for each subbasin, and were further analyzed to compare 
subbasin runoff and therefore compare the amount of water discharging from each subbasin. Runoff 
was calculated by dividing the estimated flow for each subbasin by the subbasin area. Similar to flow, 
subbasin runoff was influenced by climate, topography and land cover. 
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Figure 5.13 Corrected annual precipitation (mm) for the upper Yukon River basin, 2006–13.

Runoff varies spatially and seasonally (Figure 5.14). Western regions generally contribute larger  
runoff than other regions, particularly during summer (Figures 5.14a–d). Western regions are 
dominated by glacierized areas and higher elevations (Figure 5.5) and steeper slopes (Figure 5.12), 
in combination with higher precipitation (Figure 5.13) causing greater snowmelt/ice melt and thus 
summer runoff. For example, runoff from the Llewellyn (SPM1) and Willison (SPM2) glaciers to the 
SPM1 and SPM2 outlets was approximately four times higher in the summer than the spring (Figure 
5.14a–b). This indicates the strong influence of snowmelt/ice melt from the Llewellyn and Willison 
glaciers on basin runoff during the summer.
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Figure 5.14a Spatial distribution of average runoff 
 (mm/month) for March, April and May 
 for the upper Yukon River basin,  
 averaged over 2007–13.

Figure 5.14b Spatial distribution of average runoff  
 (mm/month) for June, July and August 
 for the upper Yukon River basin, 
 averaged over 2007–13.

Figure 5.14c Spatial distribution of average  
 monthly values of all seasons 
 (mm/month) for the upper  
 Yukon River basin, averaged over  
 2007–13.

Note: For Figure 5.14a, b, c and d, runoff was calculated by dividing the flow at each subbasin by the subbasin area.

Figure 5.14d Spatial distribution of average  
 monthly values for December, January  
 and February (mm/month) for the upper  
 Yukon River basin, averaged over  
 2007–13. 
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5.4.3 SWE variation
The SWE variations of CRHM model outputs were validated with snow surveys for the 2007–13  
period. RMSE values across the five SWE survey locations (Figure 5.3b) ranged from 39 to 102 mm, 
which means that the model captured peak SWE values at the five locations relatively accurately 
(Figure 5.15a–e). Since land-cover characteristics (i.e., shrubland) were similar among the surveyed 
SWE locations, broad climatic setting (related to latitude and proximity to the Pacific Ocean) and 
local microclimatic influences (such as aspect, slope, topography and prevailing wind direction) are 
believed to control snow processes at these locations.

Peak SWE values generally occurred at the beginning/middle of April. Higher peak SWE values were 
found at Log Cabin, the most westerly survey location (Table 5.3). In general, snow began to  
accumulate in late September at the Log Cabin location and didn’t melt until mid-June. In contrast, 
snow accumulation at the other four locations began at the beginning of October and melted by the 
end of May. Higher SWE values and a longer period of snow accumulation in the western portion 
of the subbasin are attributed to higher precipitation (Figure 5.13) and colder temperatures due to 
higher elevations (Figure 5.5).

Modeled SWE variability across the entire basin was strongly influenced by land cover. Throughout 
the basin, the exposed land and short vegetation of the western regions (dominated by exposed 
land, ice and grassland cover) experienced higher average annual SWE than the relatively tall  
vegetation of the central/eastern regions, which are dominated by shrubland and coniferous forest 
(Figure 5.16a–d). Similarly, areas within each subbasin that are covered by shorter vegetation  
generally produced higher SWE values than those covered by taller vegetation.
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Figure 5.15a Atlin: Modeled versus observed  
 SWE, 2007–13.

Figure 5.15b Log Cabin: modeled versus observed 
 SWE, 2007–13.

Figure 5.15c Montana Mountain: modeled  
 versus observed SWE, 2007–13.

Figure 5.15d Tagish: modeled versus observed  
 SWE, 2007–13.

Figure 5.15e Whitehorse Airport: modeled  
 versus observed SWE, 2007–13.
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Figure 5.16a SWE variability (mm) in each subbasin 
 for coniferous forest, averaged 
  over 2007–13.

Figure 5.16b SWE variability (mm) in each subbasin  
 for shrubland, averaged over  
 2007–13.

Figure 5.16c SWE variability (mm) in each subbasin  
 for exposed land, averaged over  
 2007–13.

Figure 5.16d SWE variability (mm) in each subbasin  
 for grassland, averaged over  
 2007–13.
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5.4.4 Glacier mass balance
in analyzing glacier mass balance, the study focused on the Llewellyn and Willison glaciers, the two 
largest glaciers in the study basin. The glaciers were divided into nine elevation bands (Figure 5.8) to 
better characterize elevational gradients in accumulation and ablation and to allow determination of 
the the equilibrium line altitude (ELA) that separates them. Glacier mass balance was evaluated by 
comparing the ELA line determined from satellite imagery to the ELA determined from CRHM and 
DETIM. Similar glacier mass balance results were produced by CRHM and DETIM (Figure 5.17a–c).

Figure 5.17a Comparison of winter glacier mass  
 balance: DETiM and CRHM,  
 Llewellyn Glacier, averaged  
 over 2007–13.

Figure 5.17b Comparison of summer glacier mass  
 balance: DETiM and CRHM,  
 Llewellyn Glacier, averaged  
 over 2007–13. 

Figure 5.17c Comparison of net glacier mass  
 balance: DETiM and CRHM, 
 Llewellyn Glacier, averaged  
 over 2007–13. 
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Evaluation of the two models indicated that the two highest elevation bands (1,750–2,000 m and 
2,000–2,466 m) were in the glacier accumulation zone; i.e., they gained more mass in winter than 
they lost in summer (Figure 5.17). In contrast, the elevation bands lower than 1,750 m were  
within the glacier ablation zone; thus, they lost more mass in summer than they gained in winter. 
This means that the model’s ELA is estimated to be approximately 1,750 m. A similar ELA, in the 
range of 1,600–1,700 m, was determined from satellite imagery. The satellite imagery ELA was  
discerned by inspecting colour at known elevation contours: the transition between light and dark 
blue indicated the ELA (Figure 5.18).

Figure 5.18 Landsat satellite imagery of the Llewellyn and Willison glaciers, June 27, 2006.
Note: Numbers on map indicate elevation contours.

Visual inspection of satellite imagery and comparison of CRHM and DETIM outputs produced similar 
ELAs, which suggests that, to first-order, CRHM captured glacier mass balance relatively well. The 
similar patterns of seasonal glacier mass balances (Figure 5.19a–c) validated the selection of model 
structure and model parameters used, particularly for the Llewellyn Glacier.
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Figure 5.19a Comparison of 
winter glacier mass balance 
for cold, average and warm 
years for nine elevation bands, 
Llewellyn Glacier, averaged over 
2007–13. 

Figure 5.19b Comparison of 
summer glacier mass balance 
for cold, average and warm 
years for nine elevation bands, 
Llewellyn Glacier, averaged over 
2007–13.

Figure 5.19c Comparison of net 
glacier mass balance for cold, 
average and warm years for 
nine elevation bands, Llewellyn 
Glacier, averaged over 2007–13.
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The satellite imagery data were not further analyzed (i.e., only visual inspection was performed) due 
to limited time, personnel, budget and software availability. There are three potential reasons for the 
slight discrepancy between the model ELA and the ELA determined from satellite imagery:

• the satellite image may have been obtained prior to the end of summer melt;
• end-of-melt snowline may vary year to year; and
• the vertical resolution of the elevational bands used in the CRHM structure are relatively 

coarse (i.e., CRHM segregates areas at similar elevations within a given subbasin into the 
same HRU group, even if they are separated by significant topographical features).

Glacier ELA varied for the simulated hydrology period (2007–13), depending on the average annual 
temperature (i.e., colder or warmer than average temperature; Figure 5.19). As expected, glacier net 
mass balance decreased in warmer years. During the warmer years only the highest elevation band 
(2,000–2,466 m) was in the accumulation zone, and the ELA increased to 2,000 m. During the colder 
years the ELA did not change from that in average temperature years (1,750 m), but overall glacier 
net mass balance increased. Since winter glacier mass balances were more variable at higher  
elevations between the coldest and warmest modeled years (Figure 5.19), peak SWE values vary 
more in accumulation zones than in ablation zones. In contrast, summer mass balances were most 
variable at lower elevations between the coldest and warmest modeled years; thus, variability in 
summer melt is due to snowpack and snow melt processes, rather than by winter SWE.

Surface elevation loss was captured reasonably well by CRHM, with a modeled loss of 13 m  
(modeled from 2007–13) and an observed loss of 11.5 m (measured from 2001–13; unpublished 
data, Juneau Icefield Research Program). Additional information regarding the validity of CRHM’s 
glacier mass balance values can be gained from the ablation wire measurements performed on the 
Llewellyn Glacier.

The modeled snowmelt/ice melt rates slightly underestimated the rates determined by the ablation 
wire observations (Table 5.9). However, both the modeled and observed rates demonstrated a trend 
of increasing snowmelt/ice melt from higher to lower elevation bands within the ablation zone (only 
the ablation zone was considered since snowmelt/ice melt does not occur in the accumulation zone). 
The discrepancies can be attributed to two factors:

• the model estimates melt over a large distributed area within a specified HRU and elevation 
band, while the melt from the ablation wire surveys is estimated only at the site of the wires; 
and

•  the field observations were collected only for 2014, whereas the snowmelt/ice melt for the 
model was averaged over the model simulation period of 2007–13.
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Table 5.9 Comparison of the rate of summer snowmelt/ice melt by elevation for ablation wire  
 surveys and modeled outputs. 

No. Ablation wire observation Modeled output

Location Point  
elevation

Rate of snowmelt/
ice melt (cm/day)

Positive DDFs
(mm/0C/day)* 

Elevation 
band

Average rate of snow-
melt/ice melt (cm/day)

Apr 28–
Jul 31, 
2014

Jul 31– 
Aug 10, 

2014

Snow Ice Apr 28–
Jul 31, 

2007–13

Jul 31– Aug 
10, 2007–13

1 58.8935 °N, 
134.1132 °W

1,820 m 1.78 — 3.5 — 1,750–
2,000 m

0.75 —

2 58.9373 °N, 
134.0848 °W

1,693 m 2.04 — — — 1,539–
1,750 m

1.84 —

3 58.9686 °N, 
134.0782 °W

1,614 m 2.76 3.40 — 5.7 1,539–
1,750 m

1.84 2.54

4 59.0343 °N, 
134.1028 °W

1,349 m 2.63 4.00 — 6.7 1,263–
1,398 m

2.38 2.59

5 59.0727 °N, 
134.0989 °W

1,200 m 4.11 2.20 — 3.7 1,129–
1,263 m

2.62 2.62

Notes: * estimated values used for DETIM model parameters; DDFs = Degree Day Factors

Elevation influenced the timing of ice melt. In the lowest elevation band of the ablation zone, ice 
melt started earlier — at the middle of April. In the highest elevation band of the ablation zone, ice 
melt began later — at the end of June (see Table 5.10). In the ablation zone, the amount of ice melt 
was between two and three times greater than the amount of snowmelt (Table 5.10), indicating a 
larger contribution of ice melt than snowmelt to glacial discharge.

Table 5.10 Modeled timing of the start of ice melt and ratio of ice melt to snowmelt peak, ablation 
 zone of the Llewellyn and Willison glaciers, averaged for 2006–13.

Elevation band (masl) Date of start of
ice melt

Average ratio of ice 
melt peak to  

snowmelt peak

1,539–1,750 June 22 1.89

1,398–1,539 June 6 1.92

1,263–1,398 May 26 2.07

1,129–1,263 May 11 2.20

996–1,129 May 4 2.35

865–996 April 23 2.86

640–865 April 11 3.12
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5.5 Understanding and interpreting model uncertainties
Every modeling approach is subject to uncertainties. CRHM is a physically-based distributed  
hydrological model that quantitatively describes hydrology using mass and energy balance  
equations and physical parameters. By using the principles of physics and thermodynamics, the mod-
el is grounded in well understood and well accepted scientific theory. However, the complexity of 
natural systems and our ability to measure and understand them present challenges to even the  
best physically-based model. The quality of modeled outputs is determined by many factors,  
including the quality of input data, parameters and mathematical description of physical processes 
(i.e., equations).

input data can include a variety of measured hydrometeorological data. For this model, inputs  
included land-cover, elevation, soil and meteorological data. Some of these data (e.g., on surface  
elevation) are fairly well constrained; other data are not as well constrained due to the large area of 
the basin, high spatial and temporal variability, and limited amount of foundational work that has 
been done in the region. For example, the soil data for the basin are available only in coarse  
resolution, and there are few locations where high-quality meteorological data have been  
monitored over the long term. Other inputs are highly variable in both space and time, such as land 
cover, which is highly spatially variable and is slowly evolving as forests age and as higher elevations 
become more suitable for shrub and tree growth. 

For this project, almost a year was spent collecting, reviewing and quality checking the various data 
sources, but it is important to recognize that the measured data necessarily include a degree of error 
and represent conditions local to the point of measurement. This was an important motivation for 
the installation of new monitoring stations, but these only begin to address the sparsity of the  
meteorological network in the region. The true value of stations such as those installed during the 
project will increase the longer they are left in place, because longer time series help improve  
certainty about the expected conditions in a location.

For a spatially distributed model such as CRHM, data measured at specific points in the basin must 
be interpolated to cover the whole area. Interpolation can be done using well understood  
thermodynamic rules (such as calculating environmental lapse rates for air temperature), or  
statistical methods such as inverse distance weighting. Regardless of the interpolation approach 
used, values for areas between data points are always an estimate. Micro-scale variation can be 
“missed” by the interpolation scheme even if there is a dense observational network. This poten-
tial to miss spatial variability through interpolation is even greater where there are few points with 
direct measurement of conditions. An excellent example is the spatial variability of precipitation: it is 
not uncommon for a storm to hit one part of Whitehorse, but completely miss another part.

In this implementation of the CRHM, there are also a number of cases where mathematical  
descriptions are used to describe physical processes that are very difficult to measure – particularly 
for an area the size of the upper Yukon River basin. For example, evapotranspiration is very hard to 
quantify. There are no evapotranspiration data for the study area that would be suitable for use in  
the model, so they need to be estimated one of several available emperical relationships. The best 
relationship to use in a particular location can be selected by considering the climatological region 
and the input data available, but there is no one method that will universally provide the best  
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results. The project used the Granger method (Granger and Gray 1989) because the data were  
available to support it. This method is supported by past research work in Wolf Creek basin (Rasouli 
et al. 2014).

For these reasons, some degree of misfit between the hydrological model and the actual hydrolog-
ical system is unavoidable. Overtuning the model (e.g., by choosing parameter values that provide 
a nominally better fit but diverge from reasonable values) can result in apparent improvements in 
model performance, but at the cost of lower reliability when conditions and/or forcings differ from 
those used during the  calibration and validation phases. All methods and input data for this study 
have been carefully chosen and evaluated to provide modeled outputs. Based on the metrics used to 
evaluate model fit, this implementation of CRHM for the upper Yukon River basin appears to  
accurately recreate observed streamflow, glacier mass balance, and SWE. In fact, the implementation 
of CRHM in the 19,600-km2 upper Yukon River basin performs as well as that in studies of the much 
smaller Wolf Creek (179-km2) and Binggou (30.3-km2) basins by Rasouli et al. (2014) and Zhou et al. 
(2014), respectively.

5.6 Conclusions
This section discusses the simulation of glacial-hydrology processes in the upper Yukon River basin 
using CHRM. The main aims were to 1) improve understanding of river flow, snow variation and 
glacier mass balance in the basin; and 2) validate CRHM for future simulations (discussed in Section 
6). The model was able to simulate SWE — as determined by snow surveys, flow observation, glacier 
mass balance and ablation-wire surveys — with relatively high accuracy. The fit between model and 
observed flows (determined using NSE) at the Whitehorse outlet is 0.88. It indicates that 88% of the 
observed flow variability can be captured by the model. In other subbasin outlets within the basin, 
NSEs vary from 0.74 to 0.90. As a comparison, Zhou et al. (2014), using CRHM, found NSE values as 
high as 0.76 and 0.55 in the mountainous Bingou and Zuomaokong basins (both in China),  
respectively.

Analysis found that snowpack SWE, river flow and glacier mass balance were strongly affected by 
a complex combination of climatological, topographic and land-cover characteristics in the basin. 
Some key findings are as follows: 

• the western portions of the basin are characterized by higher elevations and greater precip-
itation and SWE values, with land cover dominated by short vegetation and exposed land. 
In contrast, the central and eastern portions are generally lower in elevation, with lower 
precipitation and SWE values, and with land cover dominated by tall vegetation;

• climate varies spatially and seasonally and strongly modulates the magnitude and timing of 
snow accumulation, snowmelt and ice melt, depending on land cover and topography; and 

• climate and topography strongly influence the proportion of melt from snow and melt from 
ice and the magnitude and timing of ice melt, as shown particularly for the Llewellyn and 
Willison glaciers.

Western regions generally contribute larger runoff than other regions, particularly during summer. 
Runoff from the Llewellyn (SPM1) and Willison (SPM2) glaciers to the SPM1 and SPM2 outlets was 
approximately four times higher in the summer than the spring.  On the Llewellyn and Willison 
glaciers, the ELA (Equilibrium Line Altitude) was determined to be 1,750 m. Below this elevation, ice 
melt dominated; the onset and magnitude of melt varied with elevation.
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6. Climate scenario analysis
Evidence shows that climate has a strong impact on hydrological conditions in arctic and subarctic 
regions. Warming temperatures have a powerful effect on the timing of snow melting and thawing, 
changing the extent and duration of snow cover, causing glaciers to thin and retreat, and modifying 
seasonal river flow (NCE 2014; Berthier et al. 2010; Brabets and Walvoord 2009; Déry et al. 2009; 
Moore et al. 2009; Prowse and Furgal 2009; Fleming and Clarke 2003; Serreze et al. 2000; Whitfield 
and Cannon 2000, Prowse et al. 2006; Porparto and Ridolfi 1998). This impact is expected to  
occur at a greater rate in arctic and subarctic regions than in most other parts of the world, with  
potentially significant hydrological impacts in these areas (Solomon et al. 2007; Hinzman et al. 2005; 
Woo et al. 1992).

Glacier melt makes a large contribution to river flow in areas dominated by snow and glaciers in the 
southern Yukon Territory (NCE 2014). Since climate change could have a significant impact on future 
hydrological conditions in the upper Yukon River basin, it is critical that the range of likely changes 
to the timing and magnitude of flow of the Yukon River through Whitehorse be examined to ensure 
that Yukon’s hydro-electric power generation needs continue to be met. 

This section estimates projected changes in climate and flow using CRHM and investigates climate- 
related factors and conditions that affect hydrological conditions in the basin. As discussed in earlier 
sections, this study applied CRHM, which has a full set of physically based modules representing cold 
hydrological processes (Pomeroy et al. 2007). Previous modeling by NCE used a simple conceptual 
hydrological approach, HBv-EC (Hydrologiska Byråns Vattenbalansavdelning-Environment Canada), 
which did not account for complex hydrological processes dominated by snow and glaciers, such 
as long-wave radiation in complex terrain, blowing snow, sublimation, and infiltration to frozen and 
unfrozen soils (NCE 2014). 

6.1 Climate data
For this study, future climate scenarios were derived using two different general circulation  
models (GCMs): Geophysical Fluid Dynamics Laboratory, Princeton University (GFDL) and Institut 
Pierre Simon Laplace, based in France (IPSL). Both models were run using two of the Intergovern-
mental Panel on Climate Change (IPCC) scenarios: Representative Concentration Pathway (RCP) 4.5 
and RCP 8.5; see iPCC 2013. Note that only these two GCMs were applied in this current study due 
to data availability at finer time steps (i.e., at three-hourly time steps) that are accessible to the 
general public and also due to time and budget constraints. The GCM outputs were used as input 
data for CRHM to support evaluation of climate change in the upper Yukon River basin. Prior to being 
used in CRHM, GCM data were corrected using interpolation, statistical bias correction (Samuel et 
al. 2012) and disaggregation methods. This approach is a significant improvement on the earlier NCE 
study into future hydrological changes in this region (NCE 2014), which used a basic approach to 
projection of future climate.

The RCP scenarios are part of an initiative launched by the international climate research  
community. The Coupled Model Intercomparison Project (CMIP) is part of the Intergovernmental 
Panel on Climate Change (IPCC). The latest CMIP was used in support of the panel’s fifth assessment 
report (IPCC 2013). The IPCC adopted four RCP scenarios for their report that represent varying  
concentrations of emitted greenhouse gases. The scenarios were named after the estimated  
radiative forcing values in the year 2100 relative to pre-industrial values:
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The	  RCP	  scenarios	  are	  part	  of	  an	  initiative	  launched	  by	  the	  international	  climate	  research	  community.	  
Known	  as	  the	  Coupled	  Model	  Intercomparison	  Project	  (CMIP),	  it	  is	  part	  of	  the	  Intergovernmental	  Panel	  
on	  Climate	  Change	  (IPCC).	  The	  latest	  CMIP	  was	  used	  in	  support	  of	  the	  panel’s	  Fifth	  assessment	  report.	  
The	  IPCC	  adopted	  four	  RCP	  scenarios	  for	  that	  report	  that	  represent	  varying	  concentrations	  of	  emitted	  
greenhouse	  gases.	  The	  scenarios	  were	  named	  after	  a	  range	  of	  estimated	  radiative	  forcing	  values	  in	  the	  
year	  2100	  relative	  to	  pre-‐industrial	  values:	  

•	   RCP2.6:	  a	  low-‐forcing	  scenario;	  

•	   RCP4.5:	  a	  low-‐to-‐moderate-‐forcing	  stabilization	  scenario;	  

•	   RCP6.5:	  a	  moderate-‐to-‐high-‐forcing	  stabilization	  scenario;	  and	  

•	   RCP8.5:	  a	  high-‐forcing	  scenario.	  

Not	  all	  RCP	  scenarios	  were	  applied	  in	  this	  study	  due	  to	  time	  constraints.	  The	  project	  team	  selected	  an	  
optimistic	  scenario	  (RCP4.5)	  and	  a	  worse-‐case	  scenario	  (RCP8.5),	  with	  respect	  to	  greenhouse	  gas	  
concentrations.	  The	  climatic	  variables	  obtained	  from	  the	  two	  scenarios	  include	  near-‐surface	  minimum	  
air	  temperature	  (GCM	  standard	  name:	  tasmin),	  maximum	  air	  temperature	  (tasmax),	  and	  precipitation	  flux	  
(pr)	  in	  daily	  time	  steps;	  and	  near-‐surface	  eastward	  (uas)	  and	  northward	  (vas)	  components	  of	  wind,	  near-‐
surface	  specific	  humidity	  (huss),	  and	  surface	  air	  pressure	  (ps)	  in	  three-‐hour	  time	  steps.	  Although	  only	  air	  
temperature,	  precipitation,	  relative	  humidity	  and	  wind	  speed	  were	  required	  for	  simulation	  of	  CRHM,	  the	  
other	  variables	  listed	  were	  required	  to	  compute	  relative	  humidity	  and	  wind	  speed.	  Precipitation	  and	  air	  
temperature	  were	  obtained	  directly	  from	  the	  GCM	  data.	  	  

Wind	  speed	  was	  computed	  as	  follows	  (Equation	  6.1):	  

𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤	  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑤𝑤 = 𝑢𝑢𝑢𝑢𝑠𝑠, + 𝑣𝑣𝑢𝑢𝑠𝑠,	  	  

Where	  uas	  =	  near-‐surface	  eastward	  wind	  and	  vas	  =	  near-‐surface	  northward	  wind	  	  

Relative	  humidity	  was	  computed	  as	  follows	  (Equation	  6.2):	  
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• RCP2.6: a low-forcing scenario;
• RCP4.5: a low-to-moderate-forcing stabilization scenario;
• RCP6.5: a moderate-to-high-forcing stabilization scenario; and
• RCP8.5: a high-forcing scenario.

Not all RCP scenarios were applied in this study due to time constraints. The project team selected 
an optimistic scenario (RCP4.5) and a worst-case scenario (RCP8.5), with respect to greenhouse  
gas concentrations. The climatic variables obtained from the two scenarios include near-surface 
minimum air temperature (GCM standard name: tasmin), maximum air temperature (tasmax), and 
precipitation flux (pr) in daily time steps; and near-surface eastward (uas) and northward (vas)  
components of wind, near-surface specific humidity (huss), and surface air pressure (ps) in three-
hour time steps (later disaggregated into hourly time steps; see Section 6.2.1). Although only air 
temperature, precipitation, relative humidity and wind speed were required for simulation of CRHM, 
the other variables listed were required to compute relative humidity and wind speed. Precipitation 
and air temperature were obtained directly from the GCM data.

Wind speed (wspd) was computed as follows (Equation 6.1):

(6.1)

Where uas = near-surface eastward wind (m/s) and vas = near-surface northward wind (m/s)

Relative humidity was computed as follows (Equation 6.2):

(6.2)

Where (Equation 6.2.1, 6.2.2 and 6.2.3)

(6.2.1)

(6.2.2)

(6.2.3)

Where

q = specific humidity of the mass mixing ratio of water vapour to total air (dimensionless);  
mv = specific mass of water vapour (kg); mvs = specific mass of water vapour at equilibrium (kg);  
md = specific mass of dry air (kg) ; w = mass mixing ratio of water vapour to dry air (dimensionless); 
ws = mass mixing ratio of water vapour to dry air at equilibrium (dimensionless); es = saturation  
vapour pressure (Pa); es (T) = saturation vapour pressure at T (Pa); Rd = specific gas constant for dry 
air (J kg K); Rv= specific gas constant for water vapour (J kg K); Lv = specific enthalpy of vapourization 
(J kg); p = pressure (Pa); T = air temperature (K); and T0 = reference air temperature (273.15 K)
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6.2 Predicting hydrological responses to climate forcing using CRHM
GCM climate data for air temperature, precipitation, relative humidity, and wind speed were  
corrected using interpolation, bias correction and disaggregation methods before being forced 
into CRHM in order to estimate future river flow changes. Software to perform the bias correction, 
interpolation and disaggregation was developed by NCE team using Fortran codes and is part of 
the CRHM manual (NCE 2016). Time periods and GCM data can be adjusted within the code to fit 
the needs of the user. To run the software, users must download the correct GCM data, select the 
appropriate grid points for the study basin, and determine the current and future time periods to be 
simulated. The software arranges the outputs so that they can be used in CRHM.

Previously validated parameters (see Section 5.3.4) were used to model the 2014–30 and 2031–45 
periods. No land-use changes were assumed, with the exception of changes in glacier area. For this 
reason, simulation of changes in glacier extent and thickness was required to predict future climate 
outputs.

6.2.1 Interpolation, bias correction, and disaggregation methods
Since the raw GCM climate data had a low spatial resolution and varied from the meteorological  
observation data for 2006–13, the previously corrected GEM-LAM data (see Section 5.2.3) were 
used to correct the raw GCM climate data for the RCP4.5 and RCP8.5 scenarios. Prior to correction, 
the GCM data at each GCM grid point were interpolated to GEM-LAM grid points using the inverse 
Distance Weight method (Shepard 1968). 

Following interpolation, statistical bias correction methods were applied to all four climate  
variables. Air temperature and precipitation were corrected using a statistical bias correction method 
developed by Samuel et al. (2012) that is specific to those variables. Since simulation in the CRHM 
required daily data for precipitation, but hourly data for air temperature, relative humidity and wind 
speed, a disaggregation method was applied to those variables following statistical bias correction.

The precipitation data of the two climate models were corrected by following three steps:
• The precipitation frequency of each climate model was corrected by truncating the  

empirical distribution of the raw daily climate model precipitation above a threshold value, 
so that the mean frequency of rainfall above the threshold matched the observed  
frequency of mean rainfall;

• A two-parameter gamma distribution was used to fit the truncated daily climate-model and 
observed precipitation data for each of the 12 calendar months; and

• The cumulative distribution function of the truncated daily climate-model precipitation was 
mapped to that of the observed data. The distribution of frequency and the intensity of 
precipitation for the target closest to the grid point of the climate models were corrected to 
the observation station.

The air temperature data were corrected by following two steps:
• The distribution of maximum and minimum daily air temperature was mapped onto the ob-

served distribution for each of the 12 calendar months based on a normal distribution; and
• The corrected daily maximum and minimum air temperature were disaggregated into hourly 

average air temperature using a simple combination of the sine curve approach, similar to 
the method applied by Chen et al. (1993). The disaggregation formula is described in  
Equation 6.3.
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precipitation	  for	  the	  target	  closest	  to	  the	  grid	  point	  of	  the	  climate	  models	  were	  corrected	  to	  the	  
observation	  station.	  

The	  air	  temperature	  data	  were	  corrected	  by	  following	  two	  steps:	  

•   The	  maximum	  and	  minimum	  of	  the	  climate	  model’s	  daily	  air	  temperature	  were	  corrected	  
following	  the	  three	  steps	  described	  above.	  The	  daily	  air	  temperature	  distribution	  was	  mapped	  
onto	  the	  observed	  distribution	  for	  each	  of	  the	  12	  calendar	  months	  based	  on	  a	  normal	  
distribution;	  and	  

•   The	  corrected	  daily	  maximum	  and	  minimum	  air	  temperature	  were	  disaggregated	  into	  hourly	  
average	  air	  temperature	  using	  a	  simple	  combination	  of	  the	  sine	  curve	  approach,	  similar	  to	  the	  
method	  applied	  by	  Chen	  et	  al.	  (1993).	  The	  disaggregation	  formula	  is	  described	  in	  Equation	  6.3:	  

𝑇𝑇JKG =
𝑇𝑇D − 𝐴𝐴D 𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋 𝑡𝑡 − 𝑡𝑡D
𝑇𝑇Q , 𝑡𝑡 ≤ 𝑡𝑡,

𝑇𝑇, − 𝐴𝐴, 𝑐𝑐𝑐𝑐𝑐𝑐
𝜋𝜋 𝑡𝑡 + 𝐿𝐿Q

24 − 𝑇𝑇Q , 𝑡𝑡 > 𝑡𝑡,
	  

where	  
	  
𝑇𝑇D = 𝑇𝑇HVKWD + 𝑇𝑇HVXYD /2	  
𝐴𝐴D = 𝑇𝑇HVKWD − 𝑇𝑇HVXYD /2	  
𝑇𝑇, = 𝑇𝑇HVKWD + 𝑇𝑇HVXY, /2	  
𝐴𝐴, = 𝑇𝑇HVKWD − 𝑇𝑇HVXY, /2	  

𝑇𝑇Q = 𝑡𝑡, − 𝑡𝑡D 	  
𝐿𝐿Q = 24 − 𝑇𝑇Q − 𝑡𝑡,	  ,	  and	  
𝑇𝑇JKG=	  hourly	  average	  air	  temperature	  
𝑇𝑇HVKWD=	  daily	  maximum	  air	  temperature	  at	  day	  d	  
𝑇𝑇HVXYD	  =	  daily	  minimum	  air	  temperature	  at	  day	  d	  
𝑇𝑇HVKW,=	  daily	  maximum	  air	  temperature	  at	  day	  d+1	  
𝑇𝑇HVXY,	  =	  daily	  minimum	  air	  temperature	  at	  day	  d+1	  
	  
The	  parameters	  t1	  and	  t2	  were	  calculated	  from	  the	  time	  of	  the	  minimum	  value	  at	  sunrise	  (t1)	  and	  
from	  the	  maximum	  value	  at	  solar	  noon	  (t2),	  both	  of	  which	  were	  influenced	  by	  the	  latitude	  and	  
longitude	  of	  study	  sites	  and	  the	  days	  of	  the	  year.	  

Wind	  speed	  and	  relative	  humidity	  were	  corrected	  by	  following	  two	  steps:	  

•   The	  climate	  model	  data	  were	  disaggregated	  into	  hourly	  data	  by	  assuming	  a	  uniform	  distribution	  
of	  RH	  and	  wind	  speed	  data;	  i.e.,	  measurements	  were	  assumed	  to	  be	  the	  same	  over	  the	  three-‐
hour	  time	  period.	  

•   The	  hourly	  data	  were	  corrected	  with	  the	  observation	  data	  using	  a	  simple	  scaling	  formula,	  
described	  in	  Haddeland	  et	  al.	  (2012)	  as	  follows	  (Equation	  6.4)	  :	  

𝑉𝑉\]^_ = 𝑉𝑉\`]V
𝑉𝑉]^a3	  
𝑉𝑉]`]V

	  

where	  Vfcor	  is	  the	  time	  series	  of	  projected	  future	  atmospheric	  variables	  (wind	  speed	  or	  RH)	  for	  
any	  given	  hour,	  Vfgcm	  is	  the	  time	  series	  of	  raw	  data	  of	  future	  climate	  model	  atmospheric	  

Section	  6-‐	  Hydrosecurity	  Report	  for	  equation	  export	  
	  

	  
	  

4	  

precipitation	  for	  the	  target	  closest	  to	  the	  grid	  point	  of	  the	  climate	  models	  were	  corrected	  to	  the	  
observation	  station.	  

The	  air	  temperature	  data	  were	  corrected	  by	  following	  two	  steps:	  

•   The	  maximum	  and	  minimum	  of	  the	  climate	  model’s	  daily	  air	  temperature	  were	  corrected	  
following	  the	  three	  steps	  described	  above.	  The	  daily	  air	  temperature	  distribution	  was	  mapped	  
onto	  the	  observed	  distribution	  for	  each	  of	  the	  12	  calendar	  months	  based	  on	  a	  normal	  
distribution;	  and	  

•   The	  corrected	  daily	  maximum	  and	  minimum	  air	  temperature	  were	  disaggregated	  into	  hourly	  
average	  air	  temperature	  using	  a	  simple	  combination	  of	  the	  sine	  curve	  approach,	  similar	  to	  the	  
method	  applied	  by	  Chen	  et	  al.	  (1993).	  The	  disaggregation	  formula	  is	  described	  in	  Equation	  6.3:	  

𝑇𝑇JKG =
𝑇𝑇D − 𝐴𝐴D 𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋 𝑡𝑡 − 𝑡𝑡D
𝑇𝑇Q , 𝑡𝑡 ≤ 𝑡𝑡,

𝑇𝑇, − 𝐴𝐴, 𝑐𝑐𝑐𝑐𝑐𝑐
𝜋𝜋 𝑡𝑡 + 𝐿𝐿Q

24 − 𝑇𝑇Q , 𝑡𝑡 > 𝑡𝑡,
	  

where	  
	  
𝑇𝑇D = 𝑇𝑇HVKWD + 𝑇𝑇HVXYD /2	  
𝐴𝐴D = 𝑇𝑇HVKWD − 𝑇𝑇HVXYD /2	  
𝑇𝑇, = 𝑇𝑇HVKWD + 𝑇𝑇HVXY, /2	  
𝐴𝐴, = 𝑇𝑇HVKWD − 𝑇𝑇HVXY, /2	  

𝑇𝑇Q = 𝑡𝑡, − 𝑡𝑡D 	  
𝐿𝐿Q = 24 − 𝑇𝑇Q − 𝑡𝑡,	  ,	  and	  
𝑇𝑇JKG=	  hourly	  average	  air	  temperature	  
𝑇𝑇HVKWD=	  daily	  maximum	  air	  temperature	  at	  day	  d	  
𝑇𝑇HVXYD	  =	  daily	  minimum	  air	  temperature	  at	  day	  d	  
𝑇𝑇HVKW,=	  daily	  maximum	  air	  temperature	  at	  day	  d+1	  
𝑇𝑇HVXY,	  =	  daily	  minimum	  air	  temperature	  at	  day	  d+1	  
	  
The	  parameters	  t1	  and	  t2	  were	  calculated	  from	  the	  time	  of	  the	  minimum	  value	  at	  sunrise	  (t1)	  and	  
from	  the	  maximum	  value	  at	  solar	  noon	  (t2),	  both	  of	  which	  were	  influenced	  by	  the	  latitude	  and	  
longitude	  of	  study	  sites	  and	  the	  days	  of	  the	  year.	  

Wind	  speed	  and	  relative	  humidity	  were	  corrected	  by	  following	  two	  steps:	  

•   The	  climate	  model	  data	  were	  disaggregated	  into	  hourly	  data	  by	  assuming	  a	  uniform	  distribution	  
of	  RH	  and	  wind	  speed	  data;	  i.e.,	  measurements	  were	  assumed	  to	  be	  the	  same	  over	  the	  three-‐
hour	  time	  period.	  

•   The	  hourly	  data	  were	  corrected	  with	  the	  observation	  data	  using	  a	  simple	  scaling	  formula,	  
described	  in	  Haddeland	  et	  al.	  (2012)	  as	  follows	  (Equation	  6.4)	  :	  

𝑉𝑉\]^_ = 𝑉𝑉\`]V
𝑉𝑉]^a3	  
𝑉𝑉]`]V

	  

where	  Vfcor	  is	  the	  time	  series	  of	  projected	  future	  atmospheric	  variables	  (wind	  speed	  or	  RH)	  for	  
any	  given	  hour,	  Vfgcm	  is	  the	  time	  series	  of	  raw	  data	  of	  future	  climate	  model	  atmospheric	  

(6.3)

The parameters t1 and t2 were calculated from the time of the minimum value at sunrise (t1) and the 
maximum value at solar noon (t2), both of which were influenced by the latitude and longitude of 
the study sites and the days of the year.

Wind speed and relative humidity were corrected by following two steps:
• The climate model data were disaggregated into hourly data by assuming a uniform  

distribution of relative humidity and wind speed data; i.e., measurements were assumed to 
be the same over the three-hour time period.

• The hourly data were corrected with the observation data using a simple scaling formula, 
described in Haddeland et al. (2012) as follows (Equation 6.4):

(6.4)

where Vfcor is the time series of projected future atmospheric variables (wind speed or relative  
humidity) for any given hour, Vfgcm is the time series of raw data of future climate model  
atmospheric variables, Vcobs is the mean of observed atmospheric variables for any given hour, and 
Vcgcm is the mean of current climate model atmospheric variables.
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6.2.2 Glacier cover change model: simulating glacier retreat and advance
Future glacier ice volume and surface area were estimated for the glacierized areas in order to 
determine changes in glacier cover. The glacier ice volume and surface area were resolved using the 
Glacier Cover Change Model (GCCM; see NCE 2016). The GCCM is a coupled model with CRHM; it 
reads CRHM outputs, computes changes in glacier surface area and subsequently arranges new area 
changes by HRUs to be used for the next simulation in CRHM. The model can be used to estimate 
glacier cover changes at specific time intervals. It was created using ArcGIS software and computer 
codes written in Fortran, by following four steps:

• Each elevation band for each subbasin in the glacierized areas was divided into 10 groups 
based on DEM, each group having the same area. Each group was then divided into grid cells 
with a resolution of 10 m x 10 m. The ice volume of each grid cell was determined using the 
cell’s known ice thickness (this was estimated using the method discussed in Section 4.2);

• CRHM model outputs (ice melt/accumulation) were distributed to each group in such a way 
that the distribution of the ice volume had smooth changes from one group to another and 
from one elevation band to another, while maintaining the ice volume estimated by CRHM. 
This was achieved by computing and optimizing coefficient values for ice-volume estimates 
for each group using the dynamically dimensioned search approach (Tolson and Shoemaker 
2007) available in the OSTRICH software toolkit (Matott 2007);

•  The groups at the higher elevations in each elevation band were assumed to have lower ice 
melt volume than the groups at the lower elevations in that band. If ice melt at the lowest 
elevation in a band surpassed the current ice volume in that band, the higher elevation band 
was assumed to lose all its ice. This procedure was repeated for all elevation bands to obtain 
new ice volume estimates; and

• The above results were then used to obtain the retreat/advance of glacier surface area at 
each elevation band. Areas newly free of glaciers were considered exposed land, rock or  
water (depending on their surrounding land-cover characteristics) for subsequent  
hydrological simulations.

6.2.3 Workflow of the coupled CRHM, BCM and GCCM
Figure 6.1 illustrates the modeling steps involved in estimating projected climate, future river flows 
and glacier surface area and volume; these steps link the BCM, CRHM and GCCM. There are four 
modeling steps:

• downloading GCM outputs prior to simulation in the CRHM;
• correcting the GCM outputs using the bias correction model (BCM; see Section 6.2.1);
• simulating CRHM, which was validated for the 2006-13 period (discussed in Section 5), using 

corrected GCM outputs to obtain estimates of river flows and glacier net balance; and
• inputting the glacier net mass balance of CRHM outputs in GCCM to obtain new glacier  

extents, which can be used to model future time periods in CRHM (see Section 6.2.2).  

Section 6.3 presents the results and analysis of future river flow and glacier cover changes using 
GCM outputs, derived from GFDL and iPSL with RCP4.5 and RCP8.5 scenarios for the periods of 
2014-30 and 2031-45. These three models (BCM, CRHM and GCCM) are provided to YEC so that it 
can run simulations at specific time intervals while applying a range of GCM outputs. Specific  
instructions on how to run the three models are included in the manual provided as a companion to 
this report (NCE 2016). 
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GCM outputs

river flows

new glacier surface area and volume

used for the next simula�on

glacier net balance

BCM

CRHM

GCCM

Figure 6.1  Modeling steps of the BCM, CHRM and GCCM.

6.3 Results of climate analysis
The interpolation, bias correction and disaggregation methods corrected the bias of the GCM  
outputs and reduced their uncertainties prior to using them for hydrological projections. The  
correction methods reduced the errors of the raw GCM outputs, averaged over 2014–45, by a  
minimum of 9% (relative humidity) and a maximum of 335% (precipitation); see Table 6.1. There was 
a large difference between observed and predicted GCM data for precipitation due to its random-
ness. The difference was also likely caused by a high number of observed dry days, but continuous 
light rainfall predicted by the GCM (Boberg et al. 2007; Kim et al. 2002).

Table 6.1 Climate variables and reduction of bias (%) from raw GCM outputs averaged over 2014–45  
 for two GCM models.

Meteorological component Reduction in bias (%)

GFDL IPSL

Mean maximum air temperature 63 67

Mean minimum air temperature 92 131

Precipitation 335 274

Relative humidity 17 9

Wind speed 134 122

Note: GFDL = Geophysical Fluid Dynamics Laboratory; IPSL = Institut Pierre Simon Laplace

The differences in projected change vary among GCMs and scenarios; see Table 6.2. Each model 
operates under different sets of boundary conditions, number of experiments, and duration of  
simulations (Wilby et al. 2002). In general, the projected changes (future-current conditions)  
estimate increased maximum and minimum air temperature, precipitation, and relative humidity, 
while wind speed showed a slight decrease (Table 6.2). Comparing the values between scenarios, 
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RCP 8.5 estimated higher maximum and minimum temperature on average, but lower precipitation, 
relative humidity and wind speed than RCP4.5. 

Table 6.2 Differences in future climate variable changes for GCMs and scenarios

Meteorological component  Period GFDL IPSL Average difference

RCP4.5 RCP8.5 RCP4.5 RCP8.5 GFDL 
vs. IPSL*

RCP4.5 vs. 
RCP8.5**

Maximum air  
temperature (°C)

2014–30 0.23 1.15 0.83 1.01 –0.61 0.92

2031–45 1.59 1.37 1.67 1.51 0.14 0.18

Minimum air  
temperature (°C)

2014–30 –0.08 0.68 1.03 1.07 –1.10 0.76

2031–45 1.09 0.77 1.93 1.60 –0.39 0.05

Precipitation  
(mm/month)

2014–30 3.37 2.75 4.28 1.21 –0.91 –0.62

2031–45 4.62 3.28 7.11 0.94 1.54 –3.07

Relative humidity (%) 2014–30 –0.03 0.21 0.85 –0.20 –0.89 0.25

2031–45 0.52 0.21 0.25 –0.46 0.41 –1.05

Wind speed (m/s) 2014–30 –0.02 –0.08 0.09 0.02 –0.11 –0.05

2031–45 –0.09 –0.12 0.05 –0.02 –0.09 –0.07

*    positive values indicate GFDL is larger than IPSL
** positive values indicate RCP8.5 is larger than RCP4.5

6.3.1 Potential future climate conditions

6.3.1.1 Temporal variation

The study compared current observations with projected future temporal changes for 2014–30  
and 2031–45 for five climate variables: maximum air temperature, minimum air temperature, 
precipitation, relative humidity and wind speed. The results and analysis presented below use the 
corrected GCM outputs averaged for the entire study basin. For the sake of simplicity, the raw data 
are not shown here, since the trend changes between current and future periods are similar for both 
the corrected and raw GCM outputs.

Maximum air temperature

Relative to current conditions (2006–13), estimated increases in maximum air temperature were 
larger and more frequent than estimated decreases in maximum air temperature (Figure 6.2):

• Overall, the increases were higher for the RCP8.5 scenario than for the RCP4.5 scenario.  
The GFDL model estimated minimal decreases in maximum air temperature and large  
increases in future maximum air temperature between March and August.

• A large increase in future maximum air temperature was estimated for the IPSL between 
January and mid-July, with no significant predicted decreases.
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Figure 6.2a Estimated temporal changes in  
 maximum air temperature  
 for GFDL 2014–30.

Figure 6.2b Estimated temporal changes in  
 maximum air temperature  
 for GFDL 2031–45.

Figure 6.2c Estimated temporal changes in  
 maximum air temperature  
 for IPSL 2014–30.

Figure 6.2d Estimated temporal changes in  
 maximum air temperature  
 for IPSL 2031–45.

Minimum air temperature

Relative to current conditions, estimated increases in minimum air temperature were larger and 
more frequent than estimated decreases in minimum air temperature (Figure 6.3). Overall, the  
increases were higher for the RCP8.5 scenario than for the RCP4.5 scenario:

• the GFDL estimated significant increases in minimum air temperature between December 
and mid-February and from April to August for 2014–30 and significant increases between 
January and August for 2031–45;

• the GFDL model estimated minimal decreases in minimum air temperature for the winter 
months for both 2014–30 and 2031–45; and

• the IPSL estimated significant increases between December and August for 2014–31 and 
between December and September for 2031–45. No significant decreases in minimum air 
temperature were estimated for the IPSL model.
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Precipitation

Relative to current conditions, estimated increases in precipitation were larger and more frequent 
than estimated decreases in precipitation (Figure 6.4). The most significant increases in precipitation 
for both the GFDL and IPSL models were estimated from mid-January to mid-March and from  
mid-June to mid-September:

• the RCP4.5 scenario estimated larger increases in precipitation from mid-January to  
mid-March than the RCP8.5 scenario did;

• in general, the RCP8.5 scenario estimated larger increases from mid-June to mid-September 
than the RCP4.5 scenario did, with the exception of the IPSL 4.5 scenario for 2031–45;

• the IPSL 4.5 scenario estimated larger increases in precipitation than the RCP8.5 scenario did 
from mid-June to mid-September, with the exception of the IPSL for 2031–45; and

• both models estimated minimal decreases in precipitation.

Figure 6.3a Estimated temporal changes in  
 minimum air temperature  
 for GFDL 2014–30.

Figure 6.3b Estimated temporal changes in  
 minimum air temperature 
 for GFDL 2031–45.

Figure 6.3c Estimated temporal changes in  
 minimum air temperature  
 for IPSL 2014–30.

Figure 6.3d Estimated temporal changes in  
 minimum air temperature  
 for IPSL 2031–45.
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Relative humidity

Relative humidity both increased and decreased significantly relative to current conditions  
(Figure 6.5):

• the GFDL estimated significant increases in relative humidity from mid-August to  
mid-November;

• the GFDL estimated fluctuations in relative humidity both above and below current  
conditions from December to May; and

• overall, the IPSL model estimated relative humidity fluctuations both above and below  
current conditions, with significant GFDL decreases in relative humidity between mid-March 
and mid-June for the RCP8.5 scenario.

Figure 6.4a Estimated temporal changes in  
 precipitation for GFDL 2014–30.

Figure 6.4b Estimated temporal changes in  
 precipitation for GFDL 2031–45.

Figure 6.4c Estimated temporal changes in  
 precipitation for IPSL 2014–30.

Figure 6.4d Estimated temporal changes in  
 precipitation for IPSL 2031–45.
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Wind speed

Relative to current conditions, the GFDL model estimated larger and more frequent decreases than 
increases in wind speed, with larger estimated decreases for the RCP8.5 scenario than for the RCP4.5 
scenario (Figure 6.6). In contrast, the IPSL model estimated larger and more frequent increases in 
wind speed, more so for the RCP4.5 scenario than the RCP8.5 scenario:

• in general, the GFDL estimated significant decreases in wind speed throughout most of the 
year; and

• estimated wind speed fluctuated both above and below current conditions for the IPSL  
model, with significant increases predicted from mid-May to October.

Figure 6.5a Estimated temporal changes in  
 relative humidity for GFDL 2014–30.

Figure 6.5b Estimated temporal changes in 
 relative humidity for GFDL 2031–45.

Figure 6.5c Estimated temporal changes in  
 relative humidity for IPSL 2014–30.

Figure 6.5d Estimated temporal changes in  
 relative humidity for IPSL 2031–45.
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6.3.1.2 Spatial variation

The projected future changes (for 2014–30 and 2031–45) of five climate variables — maximum air 
temperature, minimum air temperature, precipitation, relative humidity and wind speed — were 
spatially investigated and changes in magnitude were compared. Note that the analysis presented 
below uses corrected GCM outputs and compares the average values of each climate variable  
between current and future periods (averaged over the entire period).

Maximum air temperature

Both models estimated increases in maximum air temperature in most of the study basin, relative to 
current conditions (2006–13), with the exception of a decreasing trend for maximum air temperature 
in the southern portion of the basin for the RCP4.5 scenario of the GFDL in 2014–30 (Figure 6.7a):

• the IPSL estimated larger increases of maximum air temperature in the northern and eastern 
regions of the basin than in other parts of the basin;

• the GFDL estimated larger increases of maximum air temperature in the northern region 
than in other parts of the basin; and

• the GFDL projected a wider range of possible changes in maximum air temperature than 
the iPSL did; the highest increase in maximum air temperature projected by the GFDL was 
approximately 2.2°C.

Figure 6.6a Estimated temporal changes in  
 wind speed for GFDL 2014–30.

Figure 6.6b Estimated temporal changes in  
 wind speed for GFDL 2031–45.

Figure 6.6c Estimated temporal changes in  
 wind speed for IPSL 2014–30.

Figure 6.6d Estimated temporal changes in  
 wind speed for IPSL 2031–45.
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Figure 6.7 Estimated spatial changes 
in maximum air temperature for  
a) GFDL RCP4.5 2014–30; b) IPSL RCP4.5 
2014–30; c) GFDL RCP8.5 2014–30; d) IPSL 
RCP8.5 2014–30; e) GFDL RCP4.5 2031–45; 
f) IPSL RCP4.5 2031–45; g) GFDL RCP8.5 
2031–45; and h) IPSL RCP8.5 2031–45.
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Minimum air temperature

Relative to current conditions, the GFDL estimated increases in minimum air temperature in most of 
the basin, with the exception of the southwest region (scenario RCP4.5 for 2014–30; Figure 6.8):

• the IPSL estimated larger increases in minimum air temperature in the northern and eastern 
regions of the basin than in the rest of the basin;

• for the GFDL, increases in minimum air temperature varied spatially across the basin, based 
on the time period and scenario; and

• the iPSL projected a wider range of possible changes in minimum air temperature: its highest 
projected increase was 2.2°C.

Precipitation

Relative to current conditions, precipitation was estimated to increase across the entire basin, with 
no decrease in precipitation estimated for either time period, scenario or model (Figure 6.9):

• the GFDL estimated higher increases of precipitation as bands across the basin;
• the iPSL increases were concentrated in the western regions; and
• the IPSL projected a wider range of possible changes in precipitation than the GFDL did; its 

highest projected increase in precipitation was 174 (mm/month).

Relative humidity

Relative humidity both increased and decreased across the basin relative to current conditions, 
based on the different time periods, scenarios and models (Figure 6.10):

• the IPSL RCP8.5 scenarios for both 2014–30 and 2031–45 estimated decreases in relative 
humidity across the entire study basin;

• the GFDL estimated higher increases in relative humidity for the northern and southern 
regions for both the RCP4.5 and RCP8.5 scenarios;

• for the IPSL RCP4.5 scenario increases varied spatially across the basin; and
• the IPSL projected a wider range of possible changes in relative humidity than the GFDL did; 

the highest estimated increase in relative humidity was 1%.

Wind speed

The GFDL model predicted both increases and decreases in wind speed relative to current condi-
tions, estimating wind speed increases in the southern portion of the basin and decreases in the 
northern portion (Figure 6.11):

• the IPSL estimated small increases in wind speed that varied spatially across the basin in all 
cases except the RCP8.5 scenario for 2031–45, where wind speed was estimated to decrease 
across the entire study basin; and

• the GFDL projected a wider range of possible changes in wind speed; its highest estimated 
increase in wind speed was 0.2 metres/second.
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Figure 6.8 Estimated spatial  
changes in minimum air temperature 
for a) GFDL RCP4.5 2014–30, b) IPSL 
RCP4.5 2014–30, c) GFDL RCP8.5 
2014–30, d) IPSL RCP8.5 2014–30, e) 
GFDL RCP4.5 2031–45, f) IPSL RCP4.5 
2031–45, g) GFDL RCP8.5 2031–45 and 
h) IPSL RCP8.5 2031–45.
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Figure 6.9 Estimated spatial 
changes in precipitation for  
a) GFDL RCP4.5 2014–30, b) IPSL 
RCP4.5 2014–30, c) GFDL RCP8.5 
2014–30, d) IPSL RCP8.5 2014–30, 
e) GFDL RCP4.5 2031–45, f) IPSL 
RCP4.5 2031–45, g) GFDL RCP8.5 
2031–45 and h) IPSL RCP8.5 
2031–45.
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Figure 6.10 Estimated spatial  
changes in relative humidity for  
a) GFDL RCP4.5 2014–30, b) IPSL 
RCP4.5 2014–30, c) GFDL RCP8.5 
2014–30, d) IPSL RCP8.5 2014–30,  
e) GFDL RCP4.5 2031–45, f) IPSL 
RCP4.5 2031–45, g) GFDL RCP8.5 
2031–45 and h) IPSL RCP8.5 2031–45.
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Figure 6.11 Estimated spatial changes  
in wind speed for a) GFDL RCP4.5 
2014–30, b) IPSL RCP4.5 2014–30,  
c) GFDL RCP8.5 2014–30, d) IPSL RCP8.5 
2014–30, e) GFDL RCP4.5 2031–45,  
f) IPSL RCP4.5 2031–45, g) GFDL RCP8.5 
2031–45 and h) IPSL RCP8.5 2031–45.
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6.3.1.3 Projected future air temperature changes in the Llewellyn and Willison glaciers

The projected future changes (2014–30 and 2031–45) of maximum air temperature (Figure 6.12)  
and minimum air temperature (Figure 6.13) in the area of the Llewellyn and Willison glaciers were  
compared among GCMs. Results were grouped according to months of high ice melt (May to August) 
and lower to no ice melt (September to April; Figures 6.12 and 6.13). From May to August, both 
models and scenarios consistently estimated increases of maximum and minimum air temperature, 
with higher increases estimated for the RCP8.5 scenario than for the RCP4.5 scenario. Although large 
variability was estimated for September to April, the overall trend estimated increases in  
maximum and minimum air temperature for both models and both scenarios for future periods 
(2014–30 and 2013–45).  

Figure 6.12a Estimated changes in maximum air temperature for 2014–30.

Figure 6.12b Estimated changes in maximum air temperature for 2031–45.
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Figure 6.13a Estimated changes in minimum air temperature for 2014–30

Figure 6.13b Estimated changes in minimum air temperature for 2031–45.

6.3.2 Estimates of future changes in glacier cover and volume
The extent of estimated glacier surface area and volume loss, which were predicted from initial ice 
thickness estimates, differed slightly among the various models and scenarios. The largest losses in 
glacier cover and volume were estimated to occur near the glacier terminus due to lower elevation 
and lower ice thickness in those areas (Figure 6.14).
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Figure 6.14a Estimated changes in extent of the 
 Llewellyn and Willison glaciers using  
 GFDL RCP4.5 climate model outputs  
 in GCCM.

Figure 6.14c Estimated changes in extent of the 
 Llewellyn and Willison glaciers using 
 iPSL RCP4.5 climate model outputs  
 in GCCM.

Figure 6.14d Estimated changes in extent of the 
 Llewellyn and Willison glaciers using  
 iPSL RCP8.5 climate model outputs  
 in GCCM.

Figure 6.14b Estimated changes in extent of the 
 Llewellyn and Willison glaciers using 
 GFDL RCP8.5 climate model outputs  
 in GCCM.
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The RCP8.5 outputs both for the 2014–30 and 2031–45 periods estimated higher losses of glacier 
cover area and volume than the RCP4.5 outputs did, due to higher estimated increases in air  
temperature from May to August in the area of the Llewellyn and Willison Glacier (see Section 
6.3.1.3).

Table 6.3 Estimated changes in glacier surface area and volume and total surface area and volume for  
 the Llewellyn and Willison glaciers for different time periods, models and scenarios.

Period Model Scenario Glacier cover (Llewellyn and Willison Glaciers)

Estimated changes at the end of 
each period of analysis

Δ Change (current – future)

Area (km2) Volume (km3) Area (km2) Volume (km3)

2014–30 GFDL RCP45 508 131 –5 –10

RCP85 507 127 –6 –14

iPSL RCP45 507 131 –6 –10

RCP85 507 128 –6 –13

2031–45 GFDL RCP45 497 120 –16 –21

RCP85 493 112 –20 –29

iPSL RCP45 495 123 –18 –18

RCP85 495 116 –18 –25

6.3.3 Contribution of climate related factors to changes in glacier cover and future flow

Sensitivity analysis is a technique used to determine how the values of an independent variable 
affect a dependent variable. In this case the independent variables are the climate variables and the 
dependent variables are glacier melt and river flow.

Sensitivity analysis was performed to examine the influence of the climate-related factors on long-
term glacier cover and flow changes in the study basin. The analysis replaced a single climatic 
variable (e.g., precipitation, air temperature, relative humidity, and wind speed) for the period of 
2006–13 with the GCM data for that variable. For example, a simulation was run in CRHM using 
precipitation, relative humidity and wind speed for the 2006–13 period and the mean air tempera-
ture estimated from the GCM data. It should be noted that for the sensitivity analysis, GCM data for 
the 2014–21 period was used instead of data for the 2014–30 period, in order to match the length 
of historical data records (2006–13). A total of 16 sensitivity analysis simulations were run in CRHM, 
including a “no change” simulation.

CRHM was found to be most sensitive to change in air temperature and precipitation (Figures 6.15 
and 6.16). Ice melt values increased each time a change in air temperature was predicted; no strong 
difference was predicted when other climate variables were changed (Figure 6.15). For example, a 
change in air temperature (compared to the “No change” scenario) increased the ice melt values of 
the Llewellyn Glacier from approximately 2.3 m/year to 2.8 m/year at the 1,539–1,750 m elevation 
band and from approximately 4.6 m/year to 5.0 m/year at the 640–865 m elevation band (Figure 
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6.15). Only elevation bands in the ablation zone were considered, since ice melt does not occur in 
the accumulation zone. Ice melt is higher in the lowest ablation zone elevation band (640–865 m) 
than in the highest ablation zone elevation band (1,539–1,750 m). 

Figure 6.15a Sensitivity 
analysis of the influence of air 
temperature, precipitation, 
relative humidity and wind 
speed on changes in ice melt 
for the highest (1,539–1,750 
m) ablation zone elevation 
bands.

Figure 6.15b Sensitivity 
analysis of the influence of air 
temperature, precipitation,  
relative humidity and wind 
speed on changes in ice melt 
for the lowest (640–865 m) 
ablation zone elevation bands.
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Flows in the Yukon River at Whitehorse outlet were influenced by changes in both air temperature 
and precipitation (Figure 6.16). Flows were more sensitive to changes in precipitation throughout 
most of the year, with the exception of April and July, where changes in both precipitation and air 
temperature influenced flow, and May and June, where only air temperature was found to influence 
flow. Here are some examples of changes, compared to the “No change” scenario:

• a change in precipitation in March increased flows from approximately 127 to 150 m3/second;
• a change in both air temperature and precipitation in April increased flows from  

approximately 116 to 135 m3/second; and
• a change in air temperature in May increased flows from approximately 130 to 181 m3/second.

Figure 6.16a Sensitivity 
analysis of the influence of air 
temperature, precipitation, 
relative humidity and wind 
speed on changes in flow  
for the Yukon River at the 
Whitehorse outlet for the 
month of March.

Figure 6.16b Sensitivity 
analysis of the influence of air 
temperature, precipitation, 
relative humidity and wind 
speed on changes in flow for 
the Yukon River at the  
Whitehorse outlet for the 
month of April.
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Figure 6.16c Sensitivity 
analysis of the influence of air 
temperature, precipitation, 
relative humidity and wind 
speed to changes in flow for 
the Yukon River at the White-
horse outlet for the month of 
May.

Changes in air temperature and precipitation would have strong effects on increasing glacier wastage 
and glacier melts and therefore flows (Figure 6.17). All GCMs and scenarios estimate increases in  
glacier melt and wastage in the future (2014–30 and 2031–45), compared to the 2006–13 period 
(Figure 6.14), primarily due to changes in air temperature and precipitation. The increases in glacier 
wastage vary among GCMs and scenarios, from 15 to 65% and 30 to 90%; increases in glacier melt 
vary from 3 to 14% and 0 to 27% for 2014–30 and 2031–45, respectively. 

Figure 6.17a Comparison of 
annual glacier wastage, glacier 
melt and flows in the Yukon 
River at Whitehorse outlet for 
current (2006–13) and future 
periods (2014–30).
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Figure 6.17b Comparison of 
annual glacier wastage, glacier 
melt and flows in the Yukon 
River at Whitehorse outlet for 
current (2006–13) and future 
periods (2031–45).

The estimated increase Yukon River flow at Whitehorse outlet varies among GCMs (Figure 6.17). 
Interestingly, flow projections for RCP 8.5 scenarios are not necessarily the highest. For example, for 
the period of 2031–45, IPSL RCP 4.5 resulted in higher estimated flow than IPSL RCP 8.5 due to  
the higher precipitation estimated by IPSL RCP4.5 (see Figure 6.4d). Flow was also more sensitive to 
changes in precipitation throughout most of the year, with the exception of May–June when  
temperature changes have a greater impact on flow. 

Figure 6.18 compares the average glacier wastage, glacier melt, and subsurface flow for the 2006–13 
and 2014–30 periods derived from GFDL for the RCP4.5 scenario. For the sake of simplicity, only the 
results of the GFDL RCP4.5 scenario for 2014–30 are plotted; the results from the other model,  
scenario and time period were similar.

Glacier wastage is the largest contributor to flow and is predicted to increase from mid-May to the 
beginning of October; this is likely attributed to changes in air temperature in the glacierized areas 
(Figure 6.15). Estimated changes in glacier melt are smaller than those for glacier wastage, and 
glacier melt is predicted to both increase and decrease relative to the current period. The increase in 
glacier melt can be attributed to warming air temperatures and to an estimated general increase in 
precipitation across the entire region (Section 6.3.1), which would increase snow accumulation and 
thus glacier melt. Subsurface flow is predicted to increase across all seasons, with the largest  
increases from April to December. This can be attributed to soil infiltration and runoff routing  
processes, which delay and attenuate subsurface flows throughout the year.
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Figure 6.18 Comparison of glacier melt, glacier wastages and subsurface flows for current (2006–13) 
 and future periods (2014–30).
Note: Data are derived from the GFDL model, RCP4.5 scenario.

Increases in glacier melt, glacier wastage and subsurface flows result in estimated increases in river 
flow of approximately 15 to 18% for the 2014–30 period and 18 to 26% for the 2031–45 period,  
relative to the 2006–13 period (Figure 6.19). Higher changes were estimated during winter (DJF)  
and spring (MAM) than during summer (JJA) and autumn (SON), for both the 2014–30 and 2031–45 
periods (Table 6.4). The future flow changes during spring, summer, autumn and winter flows,  
respectively averaging values for all two GCMs and two scenarios relative to the 2006–12 period, are 
24%, 13%, 13% and 18% (for 2014–30) and 33%, 19%, 18%, and 22% (for 2031–45; see Table 6.4).

In addition, change in the timing of flow was estimated by computing the dates when the annual 
maximum flows occurred and the date when half of the total annual volume of water (i.e., centre of 
total annual flows) arrived in Whitehorse. In general, the timing of annual maximum flow and centre 
of total annual flow happen earlier, although timing of peak flow under GFDL RCP 8.5 is either  
unchanged or slightly later. The average date of both the annual maximum flow and the centre of 
total annual flow (i.e., averaging all values for the 2014–30 and 2031–45 periods and GCMs and  
scenarios) in Whitehorse are projected to shift approximately four days earlier relative to 2006–13 
(Table 6.4). These results indicate that the future volume of water at the Whitehorse outlet will  
increase, but seasonal and annual flow patterns would not change substantially.
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Table 6.4 Percentage change of seasonal flow and timing changes of occurrences of annual maximum 
 flows and centre of total annual flows (when half of total annual volume of water flowing 
 into the Whitehorse outlet)

GCM Seasonal changes Annual changes

% change of flow  
(future vs. current periods)

% change of 
flow (future 
vs. current 

periods)

Average date of occurrence

MAM JJA SON DJF Annual flow Annual 
maximum 

flow

Centre of 
total annual 

flow

Current period (2006–13)

— — — — — 20 Aug 9 Aug

Future period (2014–30)

GFDL RCP4.5 22 14 14 20 17 15 Aug 6 Aug

GFDL RCP8.5 27 15 14 19 18 21 Aug 5 Aug

iPSL RCP4.5 23 13 14 18 17 10 Aug 6 Aug

iPSL RCP8.5 24 12 11 14 15 16 Aug 5 Aug

Average value for 2014–30 24 13 13 18 17 15 Aug 5 Aug

Future period (2031–45)

GFDL RCP4.5 32 21 16 22 23 10 Aug 3 Aug

GFDL RCP8.5 36 20 17 22 24 25 Aug 3 Aug

iPSL RCP4.5 35 20 21 27 26 13 Aug 3 Aug

iPSL RCP8.5 26 14 17 17 18 21 Aug 6 Aug

Average value for 2031–45 33 19 18 22 23 17 Aug 3 Aug
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Figure 6.19a Comparison of flows at the Yukon River at the Whitehorse outlet for current (2006–13)  
 and future periods (2014–30).

Figure 6.19b Comparison of flows at the Yukon River at the Whitehorse outlet for current (2006–13)  
 and future periods (2031–45).
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6.4 Conclusions
The CRHM was forced by GCM outputs derived from GFDL and iPSL models under the RCP4.5 and 
RCP8.5 scenarios to predict future climate change responses in the upper Yukon River basin for two 
time periods: 2014–30 and 2031–45. Projected changes in spatial and temporal climatic variables 
differed depending on the time period, model and scenario applied. Larger variabilities in climatic 
variables were found between models than between scenarios.

Spatially, both models predicted increases in maximum and minimum air temperature and in  
precipitation across the majority of the basin, relative to current conditions. Relative humidity was 
estimated to both increase and decrease across the basin relative to current conditions. The GFDL 
model predicted both increases and decreases in wind speed relative to current conditions, whereas 
the IPSL model estimated slight increases in wind speed. Temporal variations of the climate variables 
differed depending upon the scenario, model and time period.

Among the climate variables described above, particular attention should be paid to changes in air 
temperature and precipitation. As demonstrated by the sensitivity analysis (Section 6.3.3), change 
in air temperature is the dominant contributor to changes in glacier area/volume and glacier melt, 
although both air temperature and precipitation were found to strongly influence flows in the Yukon 
River at the Whitehorse outlet. Air temperature is the dominant contributor to changes in future 
flow in May and June. Air temperature and precipitation influenced flow in April and July, and  
precipitation was the dominant contributor to flow for the other months. Changes in air temperature 
and precipitation influence glacier wastage, glacier melt and subsurface flows, and thus river flow 
at the basin outlet. Both GCMs and scenarios estimated increases of flows in the Yukon River at the 
Whitehorse outlet; these ranged from 15 to 18% for the 2014–30 period and from 18 to 26% for the 
2031–45 period, relative to the 2006–13 period. The increases of flows during spring, summer,  
autumn and winter averaging values of all GCMs and scenarios 24%, 13%, 13% and 18%  
(for 2014–30) and 33%, 19%,18%, and 22% (for 2031-45), respectively. The timing of the annual  
maximum flows and the centre of annual volume of water at Whitehorse shift approximately four 
days earlier than those of the current period, with the variations of the shift of the centre of  
seasonal flows varying between zero and four days.
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7. Considering uncertainties and recommendations for future work
This section suggests potential research avenues that can be explored to follow up on this project 
and outlines strategies for supporting future work by YEC on climate change adaptation.

7.1 Hydrological characteristics of the upper Yukon River basin
In order to predict future changes in river flow due to climate change, it is important to first  
understand the hydrological characteristics of the upper Yukon River basin (see Sections 1 and 5). 
The project’s analysis allowed for an in-depth exploration of how climate, heterogeneous land cover, 
topography and glacierized areas along the Pacific mountainous regions in the west contribute  
to river flow. Based on sensitivity testing of the CRHM for the 2006–13 period, the complex  
combination of the spatial and temporal variability of climate and the spatial variability of  
topography and land-cover characteristics strongly control the timing and magnitude of hydrological 
variables, including snow and ice accumulation and melt. Any significant changes in climate and land 
cover relative to current conditions may cause appreciable changes in flow.

The study was successful in capturing basin-scale glacier melt, glacier mass balance and stream and 
river flows; thus, it provides a strong foundation for predicting future glacier cover and flow  
changes in upper Yukon River basin. it also expanded the weather, snowpack and climate monitoring 
infrastructure for the region, which will allow for better detection and tracking of changes in hydro-
logical conditions over time. The decision to address glacier and climate changes as part of this study 
was guided by the understanding that these are the hydrological factors that have the greatest effect 
on the timing and volume of flow in the basin (Solomon et al. 2007: Hinzman et al. 2005; Woo et al. 
1992). There are two key areas where further improvements in availability of data and understand-
ing of hydrological processes will advance hydrological modelling:

• greater understanding of the role of permafrost in hydrology and of the distribution and 
characteristics of permafrost in the upper Yukon River basin. There is no high-resolution map 
of permafrost distribution in Yukon, and further work is required to fully understand how the 
many properties of permafrost affect hydrogeology and hydrology; and

• improvement in the spatial resolution of soil data and land-cover data. Higher resolution 
data in either of these variables might increase complexity of the model (by creating a need 
for more HRUs), but would also help decrease uncertainty.

Further work in either of these areas would help improve the ability of this implementation of CRHM 
for upper Yukon River basin to simulate current and future flow. For YEC, it is recommended that 
staff remain aware of research work by other organizations that may contribute to understanding in 
these key areas.

7.2 Anticipated climate changes
Since air temperature, precipitation, relative humidity and wind speed were used as the main  
climatic variables in CRHM, the analysis of future climate change focused on the spatial and  
temporal variation of these four variables. Particular attention should be paid to changes in air  
temperature and precipitation, since sensitivity analysis demonstrated that these two variables are 
the dominant contributors to increases in glacier melt and glacier wastage, which influences flow in 
the basin outlet.



 7. Considering unCertainties and reCommendations for future work 

101

In addition, larger differences between GCM outputs were found for air temperature and  
precipitation than for relative humidity and wind speed (Section 6). To help manage the uncertainty 
introduced by using GCM data, it is recommended that YEC monitor new releases and significant  
developments in the climate modelling field, and update the model input data accordingly. To run 
the model again using new climate projections, GCM data must be bias corrected with observational 
data prior forcing in CRHM. The bias-correction model software described in Section 6 can be used to 
correct GCM outputs. The model and its manual are delivered together with this project (NCE 2016).

7.3 Future glacier cover and changes in river flow
Changes in climatic variables — particularly increases in air temperature — influence the timing and 
amount of snowmelt and ice melt, and thus affect glacier surface area and volume. For the Llewellyn 
and Willison glaciers, the two largest glaciers in the basin, the estimated average losses of surface 
area and volume from the end of 2013 to the end of 2045 were approximately 0.3–0.7 km2/year and 
0.5–0.9 km3/year, respectively. At this time, there is no ongoing direct measurement of glacier mass 
balance. For YEC to understand and continually forecast the contributions of glaciers to river flow, 
methods to monitor glacier mass balance should be investigated and implemented.

The two GCMs and scenarios estimated higher future flow of the Yukon River at the Whitehorse 
dam, with increases ranging from 15 to 18% for the 2014–30 period and 18 to 26% for the 2031–45 
period, relative to the 2006–13 period.  The increase of flow is strongly related to the increase of 
glacier melt, glacier wastage and subsurface flows. However, it should be noted that the results may 
contain uncertainties because of the limited availability of observation data to be applied in CRHM 
(see Section 7.4). It is recommended that YEC consider adjusting the CRHM model only if there are 
major new findings (e.g., new mapping of permafrost and/or soil distribution and characteristics) 
from researchers working in this basin. 

To estimate changes in glacier cover and subsequent changes in river flow entering the Whitehorse 
dam for time periods that differ from those used in this current study (2014–30 and 2031–45),  
the coupled Glacier Cover Change Model (GCCM) and CRHM (see Section 6.2.2) can be used by  
modifying the time period. However, the current version of the CRHM-GCCM model doesn’t  
incorporate techniques to correct and update states of the hydrological model for a short period  
of time (see Section 7.5.5).

7.4 Model uncertainty
Every modeling approach is subject to uncertainty. The complexity of natural systems and limits to 
our ability to measure and understand them presents challenges to even the best physically-based 
model. The quality of the CRHM outputs is determined by three factors:

1. Quality of input data and model parameters
Model output uncertainties in this study can be caused by input data and model parame-
ters (i.e., land-cover, elevation, soil, and meteorological data) that include high variability in 
both space and time, scarce data due to the limited amount of work that has been done in 
the region, and inaccurate determination of appropriate data and parameter values due to 
environmental complexity.
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2. Selection of CRHM modules and mathematical description of physical processes
Selection of CRHM modules for this study basin can cause model output uncertainty.  
Numerous equations and modules are available in CRHM. Modules that could provide better 
model outputs require a higher number of model parameters and additional observational 
data, which were limited for this basin. Mathematical description cannot fully describe  
physical processes in this basin. In addition, calibrated model parameters and/or model  
parameters derived from other regions might not accurately represent hydrological  
processes in the study basin and may cause uncertainty about model outputs. However, 
CRHM is always being improved and new modules might be developed in the future.

3. Use of other models and additional data to support simulating CRHM.
Model output uncertainty can also be caused by the use of other models and additional data 
to support simulating CRHM. For example, this project used data-correction methods to  
correct GEM data with observational data and used an interpolation method to spatially  
distribute and temporally disaggregate meteorological data to specific points in the  
basin. Raw GEM data derived from modeling processes may contain uncertainties. Thus, the 
correction of GEM data and the use of additional models, given the limited availability of 
observational data and data records, can cause model output uncertainty.

For these reasons, it is not possible for the model to precisely reproduce observed streamflow, 
glacier mass balance, and SWE values and variation. All methods and input data for this study have 
been carefully chosen and evaluated. Based on the metrics used to evaluate model fit, the imple-
mentation of CRHM for the upper Yukon River basin appears to accurately reconstruct observed 
streamflow, mass balance characteristics, and SWE (see Section 5). Modelling efforts from the small-
er Wolf Creek basin report similar fit (Rasouli et al. 2014), and models of small and large basins using 
CRHM and other hydrological models also report comparable fit (Zhou et al. 2014; Graham et al. 
2007). However, it is still recommended that YEC remain aware of ongoing research work conducted 
in the region that may contribute to reducing uncertainty about model outputs.

7.5 Recommendations for future research
The following recommendations for future research result from field observations, model  
development and model results. These recommendations are considered less crucial for the  
expected uses of the CRHM model by YEC, but would contribute to improvements in hydrological 
modelling. These recommendations were not implemented in the context of this study due to  
constraints in time, budget, personnel, data and/or software.

7.5.1 Reducing the uncertainty of climate projections
The project applied interpolation, bias correction and disaggregation methods to correct the bias 
of the GCM outputs prior to using them for hydrological projections. This reduced the uncertainties 
associated with climate data by a minimum of 9% (relative humidity) and a maximum 335%  
(precipitation). Other data-correction methods could be used to further reduce uncertainty about 
predicting future climate change:

• statistical and physical downscaling methods or a combination of statistical, physical  
downscaling and bias correction methods; and

• more advanced bias correction approaches for correcting data on relative humidity and wind 
speed, although the availability of such approaches is limited at this time.
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7.5.2 Improving estimates of spatial distribution of ice thickness and glacier cover
This project made progress in measuring the ice thickness of glaciers in the headwaters of the upper 
Yukon River basin. Estimates of ice thickness can be further improved in two ways:

• applying and comparing different models. There are several approaches to estimating glacier 
thickness, such as a combination of mass balance and ice-flow dynamics (Farinotti et al. 
2009); a combination of mass balance, ice-flow dynamics and ground-measured data  
(Farinotti et al. 2013; Zekollari et al. 2013; Colgan et al. 2012); a combination of ice-flow 
model and photogrammetric data (Kääb 2000); a physically based volume-area power-law 
scaling relation (Bahr et al. 1997); a combination of field-measured data and regression 
techniques (Peduzzi et al. 2010; Clarke et al. 2009); and analytical models for the estimation 
of mass balance (Michel et al. 2013; Morlighem et al. 2011). Some methods require specific 
field observations (such as estimates of glacier velocity and ice flux), and some can be  
applied only to certain local glacial characteristics; and

• obtaining more field data to more accurately capture physical processes and increase model 
certainty. Expanding field observations (i.e., through GPR and ablation wires) to larger areas 
would improve estimates of the spatial distribution of ice thickness and glacier cover. The 
Willison Glacier and the northern portion of the Llewellyn Glacier, as well as other smaller 
glaciers in the basin, still require GPR surveys. It is recommended that ablation wire surveys 
be conducted on a regular basis over a range of elevations. Other field surveys, such as  
surface ice flow and strain rates, would also be beneficial in order to better understand 
glacier mass balance. However, these approaches are expensive and the results are highly 
dependable on weather, equipment used, and environmental conditions.

Estimates of glacier volume and surface area can be improved in two ways:
• further analysis of satellite imagery for improved interpretation of changes in glacier surface 

area; and
• finer resolution of elevation bands in CRHM and GCCM to obtain more accurate data on 

glacier surface area and volume losses — however, this approach could significantly increase 
the time required for model simulation and the number of parameters to be determined/
calibrated/adjusted.

7.5.3 Improving the density of meteorological station networks
The low number and limited spatial distribution of meteorological stations in the study basin remain 
problematic, although this project has helped to address the issue. Visual inspections show that both 
the eastern and north-central regions of the basin would particularly benefit from additional  
meteorological stations. The basin is large and is heterogeneous in climate, land cover and topog-
raphy; this requires a strong hydrometeorological network, particularly when applying a physically 
based distributed model such as CRHM. Additional meteorological data (GEM) was used in this study 
to fill the meteorological gaps; however, this data first had to be corrected to address data bias.

The Coupled Regionalization and Dual Entropy and Multi-Objective Optimization approach  
(Samuel et al. 2013) is a novel modeling method that can determine the ideal number of stations 
and placement locations. The approach is based on determining optimal trade-offs between the 
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maximum possible information content and the minimum amount of shared information among  
stations. It can serve as a guideline prior to installing new stations, although the final decision on 
new stations should consider many factors, such as cost, applicability, and local and/or regional 
needs and policies.

7.5.4 Improving river flow estimates
River flow estimates for current and future periods could be improved by coupling hydrological and 
2D/3D hydraulic models. Hydrological models are used to estimate the total volumetric flow for a  
river, while hydraulic models compute lateral flows and their profiles, evaluate profiles at river  
confluences, and compute sediment transport. Coupled, these models may be able to improve 
hydrograph estimates, particularly for the upper Yukon River basin, which consists of a series of 
connected lakes and dynamic rivers. However, preparing the set-up and parameters for a hydraulic 
model could be challenging. For example, it requires information about river cross-section geometry 
and hydraulic structures, and extensive model calibration.

7.5.5 Model limitations and model development
This study uses a model that treats glaciers as static ice masses that melt in place and decrease 
in volume over time, with no lateral movement of the frozen mass. An initial idea was to couple 
an ice dynamic model and a physically distributed model, such as the one developed by Naz et al. 
(2014). That model uses a low-order ice dynamics model coupled with the Distributed Hydrology Soil 
Vegetation Model (Wigmosta et al. 1994) to dynamically adjust the glacierized areas and volume, 
depending on accumulation and ablation conditions at each time interval. Even though the model 
developed by Naz et al. shows promising results, it is computationally expensive and poorly suited 
for extensive regions with sparse climate data (B.S. Naz, pers. comm.). However, it has the potential 
to accurately model glacier mass balance dynamics and may be appropriate for smaller basins.

The developed model — which combines CRHM and GCCM— is currently applicable to long-term 
flow forecasts, and could be expanded for short-term forecasts. In order to do so, further study 
would be required to select the most appropriate forecasting data and the most appropriate ways 
to interpolate, correct and disaggregate the data. In addition, the hydrological states of the mod-
el would need to be updated and corrected prior to and after simulating each forecast because of 
the differences between observed and forecast meteorological data. Data assimilation approaches, 
which are commonly used for forecasting climate, have the capability to correct and update states 
of the hydrological model (Samuel et al. 2014; Moradkhani et al. 2005a and b). Since the CRHM, 
GCCM and data assimilation approaches require extensive computation and would have to be run 
simultaneously over a certain number of simulations, it would be important to carefully select a data 
assimilation model that fits best with the CRHM and GCCM. In addition, data assimilation parame-
ters would need to be examined and adjusted accordingly. Development of an effective and efficient 
forecast model would require intensive discussions with CRHM and GCCM model developers,  
hydrologists and potentially, computer programmers.
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